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We would like to conclude this paper mentioning that many problems have still to be
faced regarding the ontological nature of meronymic relations. An open issue remains
the adequate characterization of the different part-whole relations, in order to clarify the
apparent dichotomy between generic part-of and specialized part-whole relations, and to
define the behavior of composition in the latter case.
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The striking simplicity of dynamic aggregation emphasizes the importance of dynamic
aspects to recognize and understand conceptual aggregation: any time we observe two or
more synchronized entities, then we should consider the introduction of a whole having
them as components.

5.5 New Perspectives in O-ODM

Vertical and horizontal relationships, as we have called them, correspond to separate and
independent pieces of domain knowledge in the current practice of object-oriented concep-
tual modeling. For instance, within classical object-oriented analysis methodologies [?, ?]
part-of aspects are modeled independently from the dynamic and relational knowledge
among the entities of the domain. As observed at the beginning of this chapter, however,
vertical relationships are not sufficient for the needs of new applications, which require
support for a more adequate notion of whole. Therefore, a correct explicit modeling of hor-
izontal inter-object relationships is crucial for achieving an effective modeling of complex
entities.

In conclusion, we would like to suggest that an ontologically well founded approach may
offer a new perspective to object-oriented data modeling. In fact, in the spirit of [?], it can
be observed that, due to its programming origin, the current object-oriented paradigm is
driven by implementative considerations, rather than conceptual aspects. Object refer-
ences appear to be one of these aspects. Therefore, shifting the paradigm to a conceptual
level means both assigning a definite semantics to references joining parts and wholes — as
in Kim’s composite objects — and committing the paradigm towards the explicit modeling
of aggregation relationships. These two tasks require to be carefully balanced, since ex-
plicitly modeling horizontal relationships means introducing new objects, which, on their
turn, have objects as parts.

By suggesting ontologically well founded directions to the modeler, and by providing the
appropriate conceptual tools, there is the hope that object-oriented conceptual modeling
can easily evolve towards the production of good quality abstractions.

6 Conclusions

Part-whole relations have been extensively used in order to convey structural informa-
tion. We have seen how their semantic peculiarities pose a number of modeling and
reasoning problems, which require careful choices. Most of these problems are related
to logical properties and inference schemes which regard the notion of part-whole, like
the transitivity property, the interrelations among parts and whole, the possibility to
manage specialized part-whole relations organizing them in an appropriate hierarchy. In
this paper we have surveyed a variety of Object-Centered systems which offer different
capabilities in this respect. We must observe, however, that no one of these systems is
able to comprehensively cover the requirements we have discussed. We gave a special
emphasis to those systems where the introduction of part-whole relations is accompanied
by an appropriate semantics and by inferential mechanisms adequate for common sense
reasoning.
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may get lost in the implementation mechanism. In that work it is observed that explicit
relationships “[..] abstract interactions among objects in a natural way [..] (and) [..] affect
the partitioning of a system into its parts”. In [?] it is observed that “[..] during con-
ceptual modeling, you should not bury pointers or other object references inside objects
as attributes”. Rumbaugh contrasts some authors’ opinion that the explicit modeling of
aggregation is a violation of the encapsulation paradigm. He affirms that some informa-
tion inherently transcends a single class, and the failure to treat this fact in a proper
manner leads to a modeling which contains “[..] hidden assumptions and dependencies”.
Albano [?] follows Rumbaugh’s proposal, observing that an object-oriented data model
should support abstraction mechanisms to model directly both structural and behavioral
aspects of complex database applications. Albano observes also that modeling aggrega-
tions as attributes has several limitations which make the description of them unnatural.
Jagadish and Qian [?] address the problem of where to record inter-object constraints:
although it is recognized an unitary aspect of the semantics at the specification level,
their proposal is about splitting aggregates by compiling them in the participating object
classes.

5.4 Behavioral Issues

0-0O Data Models are aimed at the joint modeling of structural and behavioral aspects
of real world entities. A criticism to complex and composite objects is that they realize
structural but not behavioral wholeness. As we praised the object model for its economy
in representing complex entities by a single data structure, the same is desirable for their
behavior. As an example of the need for behavioral modeling, consider a CAD operation
requiring to change the position of a particular mechanical assembly, which needs to be
propagated to all its components. If the behavior of the assembly is modeled as a whole,
a single move operation has to be applied just once; otherwise, it has to be decomposed
by the recursive application of single operations to the components of the main entity.

The distinction between structural and behavioral modeling capabilities is clearly present
in Dittrich’s classification of object-oriented systems [?]. A structural data model is de-
fined as one which includes facilities to represent complex structured entities, while an
operational data model provides the support for encapsulating the behavior of simple (i.e.,
non-complex) objects. A higher level of abstraction, named behavioral object orientation,
is obtained by combining the two features.

As noticed in [?], behavioral aspects may play an important role in the identification
of a whole: for instance, process-based formalisms like Hoare’s ¢sp [?] and Milner’s
ccs [?] allow for a straightforward definition of aggregation, by implicitly committing
to an ontology where an individual is represented as a process, i.e., by a sequence of
events. (Given two processes representing simple entities, they aggregate to a third, more
complex process, if and only if they can be synchronized on some common event or
sub-process. For example, a bolt is made of a screw and a nut. Each of these entities
has its own vocabulary of events (like move up, down, left or right) and processes (like
rotate left, rotate right, etc.). The process representing the behavior of the bolt simply
amounts (in both ccs and CSP event algebra terms) to the process obtained from the
synchronization of the processes representing the screw and the nut, i.e., its components.
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In the latter case, an example of partitioning is the situation where every employee must
be a member of exactly one departement:

Employee C (= | MEMBER-OF Department)

Cardinality restrictions can also be expressed over subroles of MEMBER-OF and its inverses.
For example, in order to specify that the set-determining attribute PRESIDENT-MBSis a 1-1
mapping from the group class Tennis-Club to the member class Tennis-Player amounts
to imposing a the number restriction of exactly “1” to the PRESIDENT-MBS attribute and
the cardinality (0,1) to its inverse:

Tennis-Club C (= 1 PRESIDENT-MBS Tennis-Player)
Tennis-Player C (< | PRESIDENT-MBS™ Tennis-Club)

The authors end with an evaluation of the diverse approaches for modeling collections
within the object-oriented paradigmd. They offer an extensive analysis of the requirements
needed for an adeguate modeling of set entities, used to justify their own highly expressive
set of modeling constructs. No attention is payed however to the computational problems
bound to such high expressivity, and in particular to the need to guarantee the consistency
of the conceptual model.

5.3 Modeling Wholes in Object-Oriented Data Models

Let us briefly review now different formalisms proposed in the literature — still lacking
a specific semantics for the part-of relation — which can be related to the modeling ap-
proaches discussed in section ??. As noticed in [?]: “[..] various models place different
emphasis on the various constructs for interrelating object classes. One approach stresses
the use of attributes to interrelate objects; the other places an emphasis on explicit type
constructors”.

Representative examples of attribute oriented formalisms are the Functional Data Model
(FDM) [?] and the Semantic Database Model [?]. The attributes provided by this kind of
models can be either simple-valued or object-valued.

The Entity Relationship (ER) model proposed by Chen in 1976 [?] makes a strong com-
mitment towards the explicit representation of aggregation through the Relationship type
construct. The ER model makes a clear distinction between Entities and Relationships,
and in particular it forbids the use of object-valued attributes for structuring Entities. In
the family example (see section ??), since WIFE and HUSBAND are object-based attributes
the ER model forces us to explicitly introduce the relationship Family. Other data mod-
els which provide an explicit support for modeling aggregation are 1RIS [?], IFO [?] and
SAM™ [?] and Nijssen’s Information Analysis Methodology (N1aM) [?, ?]. Type construc-
tors allowing an explicit representation of relationships are also provided in data models
aimed at theoretical investigation, like the Logical Data Model (LDM) [?].

The object-oriented model allows for object-valued attributes, and therefore does not
commit itself towards any of the two approaches. Rumbaugh [?] argued for an extended
object-oriented model called object-relationship model, where the explicit modeling of re-
lationships is aimed at preserving conceptual information concerning aggregation that
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proposal is grounded on research in cognitive psychology and linguistics [?], where the
member-collection relation is classified among the various meronymic relations despite its
intransitivity [?].

The authors start from the notion of association, introduced by Brodie [?] to model
a set class as association of a member class — e.g., a Committee is an association of
instances of Person. The authors argue that, in order to capture the inherent semantics
of collections, we need to model the notion of membership along with a certain number
of constraints which characterize the mutual dependencies between a collection and its
members. This is realized through the relation MEMBER-OF, plus a bunch of specialized
subrelations in order to distinguish the different roles played by different members, and
suitable cardinality constraints in order to capture the existential dependence constraints
discussed in section ?7?.

The domain of the MEMBER-OF relation is called the member class while the range is
the grouping class. A grouping class is in fact a collection, identified by having at least
one set-determining attribute, i.e., a relation that ranges over a member class. The possi-
bility to attach various set-determining attributes to a grouping class allows us to model
a collection by distinguishing the different roles played by its members. Furthermore, it
makes possible to represent heterogeneous collections, i.e., collections made of different
member classes — e.g., a Project-Team has both Engineer and Programmer as member
classes. The mark “-MBS” is used to distinguish set-determining attributes from other
19 For example, to describe the grouping class Tennis-Club with president,
clients and instructors as members the authors propose to use the set-determining at-
tributes PRESIDENT-MBS, CLIENT-MBS and INSTRUCTOR-MBS. A set-determining attribute
is intended as a subrelation of the inverse of the member-of relationship (for example,
PRESIDENT-MBS T MEMBER-OF ). Thus, every value of a set-determining attribute of a
given grouping class is also a member of such class.

A deep investigation is devoted to what we have called existential dependence con-

attributes

straints, realized by means of cardinality constraints over set-determining attributes®’.
We have a member covering constraint in the case where a grouping class is a complete
covering of the member classes. For example, imposing that the grouping class Employees
is a covering of the member class Employee implies that every single employee is a mem-
ber of an individual grouping of type Employees. This is obtained by stating that the
relation MEMBER-OF attached to the class Employee has minimum cardinality of “1” (i.e.,
Employee C (> 1 MEMBER-OF Employees)). On the other hand, imposing a minimum
cardinality of “0” does not force the covering constraint. As an example of this latter
case, we could not require that every Tennis-Player is a member of a Tennis-Club
grouping class. Cardinality constraints can be also used to express mutual exclusion and
partitioning. In the former case, to specify that each person may be a member of at most
one political party a maximum cardinality of “1” is used:

Person C (< 1 MEMBER-OF Political-Party)

19Generic attributes can be used to describe properties of a grouping class as a whole.

20We adopt here a description logic language with qualified number restrictions (see footnote ??) to
capture the examples proposed by the authors in a graphical language, “emphasizing” in this way the
equivalences between different modeling paradigms.
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on the compound object car. Every time we delete a car from the database, we must also
delete the body, a dependent part of the car. Furthermore, we cannot insert a body in
the database unless the car of which the body is part (its owner) does not already exists.

Kim [?, ?] distinguishes between weak and composite references. Weak references are
used in standard O-O systems, and carry no special semantics. Composite references are
weak references with a super-imposed part-of meaning. In order to distinguish weak from
composite references, a composite keyword is used; this approach makes use of marked
part-names as noted in section ??. As discussed in section ??7, an exclusive reference
denotes a part which is not shared by any other whole, and the existence of a composite
reference may depend on the existence of the part. Kim gives a classification of composite
objects based on four kinds of composite references:

1. Exclusive dependent composite reference;
2. Exclusive independent composite reference;
3. Shared dependent composite reference;

4. Shared independent composite reference.

In Kim’s terminology, physical part hierarchies are composite objects in which all the
references are exclusive (1 and 2 from the list above), while logical part hierarchies are
composite objects in which some references may be shared — the structure of the composite
object is no more a tree, but a directed acyclic graph. A physical part hierarchy is used
to model physical objects, in which a component object is supposed to be part of at most
one compound object. The exclusiveness constraint is relaxed in logical part hierarchies,
which are used to model non physical objects, as, for example, electronic documents which
may share chapters.

In this setting, composite objects are used to improve the performance of the database
system ORION described in [?]. Two physical level operations, like clustering and locking,
profit by the introduction of composite objects. As a matter of fact, it is advantageous to
store all constituents close one to each other, since an access to the root object is likely
to be followed by an access to its dependent parts. Clustering composite objects makes
more efficient to retrieve a large collection of part-related objects. Further, in a concurrent
access to the database, a composite object may be locked as a unit rather than requiring
a lock for each component. This policy minimizes the number of locks that must be set
in retrieving a composite object.

5.2 Collections in Object-Oriented Formalisms

Motschnig-Pitrik and Storey propose in [?] a series of requirements in order to support
the modeling of collections within an object-oriented context. Although the title of the
paper refers to the notion of set membership, the authors focus their analysis on what
they call groupings, which differ from sets in the fact that they are characterized by prop-
erties other than set membership, and the extensionality axiom does not hold anymore.
Groupings amount therefore to what we have called “collections” in section ??. The
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sive manner, and therefore appropriate tools to deal with horizontal constraints among
the parts of a whole seem to be needed. Only in this way we can capture the “[..] spe-
cial semantics (which) pertains to those objects where operation and properties apply
to a collection of objects as a whole” [?]. A modeling construct which embodies both
horizontal and vertical relationships will be referred to in the following as an aggregate.
Unfortunately, the term “aggregation” has also been used in conceptual and data mod-
els for the cartesian type constructor used to make structured types (e.g., address) from
simple attributes (e.g., street, city and zip). In the context of this paper (and in most of
the object-oriented literature) the term tuple type constructor is preferred for the purpose
of grouping attributes, while we reserve the term aggregate for the purpose of making
structured objects from component ones.

This comprehensive view of aggregates is however not fully supported, at the conceptual
level, by O-ODM: as observed by Roger King [?] “[..] in an object-oriented model, one
must generally simulate an aggregation with a set of relationships”. Conceptual modeling
of aggregates has been in fact realized by either adopting the implicit modeling approach
mentioned in section 7?7 — which hides aggregates in favor of mutual references between
objects — or adopting an explicit modeling approach.

After a detailed discussion of the Composite Objects proposal in the next section, we
present in section 7?7 a proposal for modeling sets within an object-oriented context.
In section ?? we discuss how the various O-O formalisms can be related to the im-
plicit /explicit choice in the modeling. We discuss then in section ?? the relevance of
behavioral aspects in the modeling of wholes and aggregates. Finally, in section ?? open
and advanced issues — together with flaws and criticisms to the current paradigm — are
tentatively arranged as a path towards a new perspective in object-oriented modeling of
parts and wholes.

5.1 Composite Objects

As stated by Kim and colleagues in [?], a traditional database model “[...] requires the
ability to define and manipulate a set of objects as a single logical entity for purposes
of semantic integrity, and efficient storage and retrieval”. They introduce the notion of
composite object, essentially to isolate an object together with its parts and to express
constraints of exclusiveness and dependence between the whole and its parts. A composite
object has to be intended as that part of a conventional complex object which is described
in terms of PART-0F relationships. In other words, a composite object induces a meronymic
hierarchy of objects, where the root object is called compound object, and a non-root
object is termed component object [?, 7. ?].

Composite objects augment the semantic integrity of an object-oriented data model
through the notion of dependent and exclusive objects [?]. A dependent object is one
whose existence depends on the existence of another object of which it is a component.
A dependent object cannot be created if its owner does not already exist. Further, when
an object is deleted, all its dependent objects must also be deleted. An exclusive object
is one which is part of exactly one object. Consider for example the part-whole relation
between a car and its body. The fact that a body cannot exist without the respective car,
to which it belongs to, is modeled by describing the component object body as dependent
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5 The Object-Oriented Perspective

In this final chapter we complement the knowledge representation perspective discussed
above with an overview of the various approaches to the modeling of parts and wholes
within object-oriented data models. Such kinds of models have been motivated by the
advent of new generation applications, like CAD/CAM, multi-media and knowledge based
systems, whose domains exhibit a complex internal structure (for example a VLSI chip,
an airplane wing, a structured territorial entity); for this reason, the issues addressed in
this paper are particularly relevant to the object-oriented community.

Traditional data models, such as the Codd’s Relational Model of Data [?], decompose
complex entities in terms of flat normalized relations, and are therefore appropriate for
the representation of poorly structured domains, typical of business applications. As
the structural complexity increases, the semantics of decomposed data structure can be
obscure, since the information about the global aggregation resides in the applications
interacting with the database — in the form of relational joins between the relations.

In order to fill the semantic gap between real world complex entities and the existing
relational data modeling tools, Semantic Data Models (SDM) [?] and Object-Oriented
Data Models (O-ODM) [?] are emerging, with the aim of providing increasingly expressive
data abstraction constructs. SDM introduce a higher level of abstraction by means of a set
of constructs for representing the structural aspects of the domain, while object-oriented
programming add a behavioral layer on the top of such structural abstractions, realized
through the method and message-passing mechanism in a Smalltalk-like style [?]. In this
way, O-ODM can be seen as a dynamic extension of SDM.

O-ODM introduce the notion of an “object” — intended to denote classes or individ-
uals — as a complex data structure. Within objects, attributes may have other objects
as values: thus, the information about the structure of represented entities may reside
directly in the logical schema of data. This mechanism of reference is known in the liter-
ature as link, or more eloquently as implicit join [?]. A directed acyclic graph of objects
connected by links is termed complex object. O-ODM embody complex-values constructs
(such as tuples and sets), features borrowed from object-oriented programming languages
plus original features like the concept of object identity [?]. They realize the “one en-
tity /one object” principle [?], which can be considered, together with inheritance, the
essence of the object-oriented paradigm. The capability to represent interrelated objects
in a straightforward way by means of object-valued attributes yields a conceptual econ-
omy, which represents the evolutive advantage over relational database systems. This is
the reason why the full exploitation and evolution of the O-O paradigm as a modeling
methodology depends crucially on the notion of whole and of part. Nonetheless, O-ODM
still lack an ontologically well founded notion of whole — most notably the capability to
deal with wholes at the conceptual level.

The most representative and organic attempt of modeling PART-0F relationships in
0O-ODM is given by Kim’s approach of Composite Objects, which assigns a clean-cut
PART-0F semantics to references joining parts and wholes. Composite Objects can there-
fore be seen as an answer to the problem of modeling vertical part-whole relationships.
Current applications require however to deal with complex objects in a more comprehen-
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4.7.5 Extending CrAssic with parts

Speel and Patel-Schneider [?, ?] study the introduction of what they call physical whole-
part relations — i.e., the component /integral-object relations, see section ?? — in the
description logic based system Crassic [?]. This study has been carried on within the
Plinius project, which aims at developing a knowledge-based system for semi-automatic
extraction of knowledge from scientific publications in the field of ceramic materials. In the
knowledge specifications of the Plinius project, the material, phase, chemical substance,
group and chemical elements concepts are related each other by a physical whole-part
relation. In particular, in Plinius there is the need of representing substructures between
collections; this specific relation has been identified with a generic decomposition-of rela-
tion, whose meaning has been tentatively associated to the physical whole-part relation.
Another application where the authors claim the usefulness of a whole-part relation is
within the configuration domain; in fact, they present examples for stereo systems con-
figurations.

Distinct hierarchies of roles separate the physical composition relations from stan-
dard roles. Moreover, using the inverse role construct it is possible to describe both
the has-part and the is-part-of relation between concepts. For example, the concept
Two-Housed-Stereo-Systen is defined as having four different kinds of physical parts:
at most two SHelves-COMPonents, exactly one AMPLifier, at most two CASSette decks and
at most one CD player:

Two-Housed-Stereo-System =
VSH-COMP. Shelf-Component 1 <2 SH-COMP 1
VAMPL. Amplifier 1 >1AMP M <1 AMP TI1
VCASS.Cassette-Deck M <2 CASS I
VCD.Cd-Player1<1CD

A primitive notion of connection — a type of horizontal relation, section 7?7 — is then
added, with a meaning similar to the one of the pp-constraint construction proposed
by Lambrix and Padgham — see section ??. As such, the connection relation looses all its
semantic peculiarities, and it is in fact nothing more that a statement of some primitive
relation among parts. For example, specifying that the amplifier and cd player, in the
Two-Housed-Stereo-System concept, are connected via the PLAY connection means that
all parts corresponding to AMPL are related to all possible CD parts via a connection of
type PLAY. The authors explicitly say that they do not have an algorithm to compute
subsumption and recognition for the language extended with connection.

Even if transitivity should be the basic property of any part-whole relations, it is con-
sidered only for querying ABOX individuals — and not by subsumption inferences for the
whole-part roles in the TBOX. Thus, this is a weak approach: it is not possible to get
positive subsumptions like dW. dW. C C JW. C, i.e., wholes having sub-parts which have sub-
parts themselves of a certain kind are not wholes having directly sub-parts of that specific

kind.
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describes the various component of a whole by listing them, associating at the same time
cardinality constraints to each component. The following declaration

C = compos((n1,C1) + (ng,Cq) + ... + (ng, Ck))

defines a concept C as made up of at least ny; components of type C; plus at least ns
components of type Cy plus at least nyp components of type Cip. The key of the intended
semantics of the compos operator is in the meaning given to the term “plus” in the above
statement.

For example, a Working-Group made up of at least one manager plus at least one
secretary plus at least two other employees could be described as:

Working-Group = compos((1,Manager) + (1, Secretary) + (2, Employee))

To explain the interpretation given to the concept above, let John be a manager, Mary
be a secretary, Bob and Fred be employees. Let us assume that managers and secretaries
are employees, too. The individual collection composed by John, Mary and Bob is not
of type Working-Group, since in this case either John would be both a manager and an
employee or Mary would be both a secretary and an employee while the purpose of the
compos operator is to distinguish at least four different individuals: one belonging to the
class Manager, one to the class Secretary, and the other two to the class Employee. A
correct instance of Working-Group would be an individual composed by John, Mary, Bob
and Fred.

The semantics sketched above implies that we cannot simulate the compos operator by
a simple use of the qualified number restriction operator (see footnote ??), as we show in
the following — where COMPOS is a primitive role:

Working-Group = (> 1 COMPOS Manager) 1 (> 1 COMPOS Secretary) [l
(> 2 COMPOS Employee)

Instead, a right translation needs to consider also number restrictions on any combination
of component concepts:

Working-Group = (> 1 COMPOS Manager) 1 (> 1 COMPOS Secretary) [l

2 COMPOS Employee) I

1 + 1 COMPOS Manager U Secretary) 1

1 + 2 COMPOS Manager LI Employee) 1

1 + 2 COMPOS Secretary Ll Employee) I

1 + 14 2 COMPOS Manager Ll SecretaryLl Employee)

VIVIVIVIV

In other words, the proposed compos operator can be remapped onto an ordinary descrip-
tion logic by means of qualified number restrictions, but the resulting description would
be exponential in the number of component concepts.

The authors give an algorithm to compute subsumption between two composite con-
cepts that is showed to be sound and complete and that requires a time exponential on
the number of component concepts. Since nothing is said about transitivity and other
characteristic properties of such an operator, subsumption misses some intuitive infer-
ences.
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that partonomies and taxonomies are not independent. Second, classification with respect
to the part-of relation — i.e., the computation of the immediate predecessors and successors
of an object — makes sense only if there is a clear and explicit notion of direct part in the
application domain (see the discussion on this point in section ?7?).

4.7.3 Parts as meta-attributes

Boldrin [?] suggests to explicitly model the various part-whole relations at a meta-level,
where meaning postulates, in the form of procedural inference rules, are introduced. Spe-
cific schemata, modeling particular domains, should be considered as instances of the
proposed meta-model; thus, according to the author, re-usability for knowledge sharing
should be easily achieved. In fact, the meta-model is claimed to be topic independent and
somehow ontologically well founded.

In this architecture, a strong emphasis is given to the inference mechanism associated
to the meta-model, which should be inherited by the particular domain models. The
proposed set of meaning postulates covers:

e The possibility to constrain the assertional nature of an attribute depending on the
concept the attribute is attached to. For instance, it is possible to declare con-
straints like (Encyclopedia|HAS—VOLUME) C HAS-COMPONENT and (Library|HAS—VOLUME)
C HAS-MEMBER for the HAS-VOLUME role!®. This is expressed by means of meta-level
statements which involve both the attribute and its domain.

e The inter-relation between specialized part-whole relations like HAS-COMPONENT and
the concept that denotes their range (COMPONENT). In fact, accordingly to [?], at-
tributes are introduced as relational interpretations of concepts.

o A detailed primitive taxonomy of part-whole relations that further extends and spe-
cializes the one introduced by WCH — trying to account for the distinction between
dependent and independent part names discussed in section 7?7 — together with an
analysis of composition rules for such different part-whole relations.

e The inheritance of properties along the part-of hierarchy —i.e., along compositions of
part-whole relations; different rules are identified for the terminological and instance
levels.

While the general idea of defining the properties of some ontologically relevant attributes
— like the part-of attribute — at an abstract meta-level is an interesting one, the approach
lacks of formal grounds, since there is no formal semantics associated to the newly intro-
duced meronymic relations. In this way, it is not possible to check the validity (and the
completeness) of the proposed inference rules.

4.7.4 Modeling composition

Artale, Cesarini, Grazzini, Pippolini and Soda [?] propose a new concept-forming operator
to model the part-of relation in the setting of description logics. The compos operator

18Read (¢|R) as the role R whose domain is restricted to the concept C'.
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4.7 Further Approaches

In this section we shall briefly describe some further approaches to the representation of
part-whole relations which, being developed with specific needs in mind, lack in our opin-
ion to fully capture the semantics of these relations and a proper inference mechanisms.

4.7.1 ELkLogic

ELkLogGic [?, ?] — by Uschold - is based on typed lambda calculus with an object-oriented
style of representation. The target domain is the ecological modeling, with the main goal
of assisting naive users to clarifying the nature of part-whole relationships required in this
environment. Special attention is given to the representation of sets: a set type constructor
is used to build nested set types, e.g., set(sheep), set(set(sheep)) and so on. The
author distinguishes three kinds of part-whole relationships, namely member-collection,
sub-collection-collection and part-composite. The exact semantics of such relations is not
discussed, but the emphasis of the paper is rather on the opportunity to present to the user
just one very general, abstract relation called “component-whole”, relying on the system
to isolate its sub-relations on the basis of the types of their arguments: for instance, if the
user states that hoof!is a component of sheepl, and sheep!isin turn a component of flock1,
the system is able to understand that the former is a part-composite relationship since
both arguments are not collections, while the latter is a member-collection relationship
since sheep! is an individual of type sheep while flock! is a collection of type set (sheep).
This approach however is complicated by the fact that, in order to better constrain
the “possible components” of a whole, the author introduces a further primitive relation
called possible part, intended to be specified directly by the user. In this way the original
purpose of avoiding for the users the burden of specifying specific kinds of part-whole
relations seems to be seriously jeopardized. Moreover, the lack of a formal semantics for
the primitives introduced makes unclear the kinds of inference services offered and their
possible formal properties like soundness, completeness or computational complexity.

4.7.2 Part-of as co-subsumption

Napoli [?] considers both the inheritance mechanism and the part-of relation as two
aspects of a sort of subsumption relation within object-based representations. According
to this framework, taxonomies and partonomies are managed as orthogonal hierarchies,
both based on a so-called classification-based reasoning. Classification-based reasoning
could be useful in order to organize objects in hierarchies and to solve synthesis problems.
In particular, this idea has been applied in a system that assists a chemist in planning
the synthesis of new organic molecules.

Since both subsumption and part-of relations are partial orders, the author proposes
to apply classification not only to subsumption but also to the part-whole relation, called
here co-subsumption. Moreover, it is claimed that the structural interrelations between
subsuming concepts are in analogy with the structural interrelations between a whole and
its parts. Thus, the same structural algorithm is applied for computing both subsumption
and whole-part relationships.

This approach has some major weaknesses. First, we have already seen in section 77
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of module that two individuals have the same parts if and only if they have the same
modules. It is worth noting that a module is not part of the composite it is a module
of; it is, of course, compositionally included in the composite object. Nonetheless, the
extensionality property does not hold.

A strong emphasis is given to reasoning within this representational framework. It can
be said that reasoning involving parts is external to the standard description logic rea-
soning services. So, terminological subsumption and instance recognition are not affected
by the particular meaning that the part-whole roles should convey. On the contrary,
Padgham and Lambrix propose ad-hoc reasoning services, together with an analysis of
their algorithms.

The simplest service is checking whether an object is a general part of another object,
and it relies on the computation of transitivity of compositional inclusion. Then, they
propose a service deducing whether a concept is a general part — with the respect to
the meronymic hierarchy based on compositional inclusion — of another concept. The
attempt to introduce concepts as general parts of classes denoting composite objects is a
weak aspect of the theory. As an example, the concept of string is considered a general
part of a document since the title-p is a part name of a document — i.e., (part title-p
string) — whereas we believe that there is no ontological relation between strings “as such”
and documents. A better logical foundation of the notion of general part (or of building
block) at the intensional level is needed.

Important reasoning tasks are assembly — also called compositional extension —and com-
pletion. Assembly is the task of building a new composite individual out of its composing
parts. It is a bottom-up procedure: compositional inferencing assembles new composite
objects on the basis of the existence of available parts. The algorithm collects the parts
necessary to build a new composite object by choosing among potential parts and mod-
ules, according to the definition of the composite type. Of course, there may be more
than one possible choice — i.e., extension; thus, credulous and skeptical compositional
extensions are defined. For example, if we have a title, an abstract, and three sections,
it is possible to introduce a new composite individual, i.e., a document having exactly
those parts. However, other composite individuals may be possibly introduced, by con-
sidering different combinations of parts: e.g., a document with the title, the abstract and
a section, and a document body with the remaining sections. The procedure makes use
of the meronymic hierarchy based on compositional inclusion in order to look for specific
types for the objects necessary to build new composite individuals. For the reasons ex-
plained above, the weakness of the intensional partonomy may induce an over-generation
of hypotheses.

Completion infers missing parts from composite objects; it is a top-down procedure. A
candidate completion should be chosen among the smallest possible extensions, according
to some reasonable preferential ordering. This assures that unnecessary parts are not
introduced in the model, if they are already available. We believe that experimentation
in particular domains and in particular applications is needed in order to understand
whether the introduced preferential ordering — motivated just by economy reasons — is
effective.
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4.6 Part-Whole Relation as Compositional Inclusion

The problem of representing and managing the structure of composite objects like docu-
ments has been studied in [?, ?] by Lambrix and Padgham. In this approach, key issues
in both expressivity and inferential power have been identified. The system supports the
definition of different kinds of documents, their classification, the recognition of specific
documents and the reconstruction of their parts. Thus, besides deducing whether an ob-
ject is part of another object, the system should support inferences about the existence of
composite objects based on the existence of their parts. Moreover, the system is intended
to be able to reason about relationships between classes, i.e., to determine whether a par-
ticular class is a possible building block for another class. In this context, the possibility of
specifying both vertical and horizontal constraints between parts and wholes is considered
important.

The authors propose a simple extension of description logics, where part-whole relations
are distinguished from standard roles just by marking them with the label part — thus,
they are not transitive. Value and cardinality restrictions can be stated on these basic part
roles, and horizontal constraints may appear between parts. For example, the expression:

(part title-p string) [

(atleastp 1 title-p) MM (atmostp 1 title-p) I

(part abstract-p abstract) I

(atleastp 1 abstract-p) I (atmostp 1 abstract-p) [
(pp-constraint larger-font title-p abstract-p)

denotes any document having exactly one part called title-p — which is a string — having
a font larger than the one used in the other part of the document called abstract-p.
Moreover, two operators are introduced in order to propagate values of properties from
wholes to parts and vice versa. For example, the expression:

(same-filler title page-p.running-title)

indicates that the title of the composite object — e.g., a document — is the same as the
running title in the headlines of each page composing the document itself. The expression:

(aggregate document-p author responsible)

denotes a composite object — e.g., a folder — having documents as parts, such that each
document’s author is also responsible of the folder itself'”.

An object builds another one if the former is either a part or a grouping of parts —
called module — of the latter. For example, the body of a document which includes all the
parts of the document with the exception of, say, the title page, is a module — and then
a building block, too — of the document itself. Compositional inclusion is defined as the
inverse of the transitive closure of builds; e.g., a document compositionally includes both
its parts — like the title and the sections — and the body of the document itself. Thus,
compositional inclusion plays the role of the general part-whole relation, grounded on
the basic part-of relation and on the notion of module. It turns out from the definition

17Both same-filler and aggregate are restricted forms of role-value-map, where full composition of
roles is not allowed [?].
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Figure 4: Meronymic and subsumption relations. Dashed lines represent missed infer-

€1nces.

over the PART-0F role. In our opinion, while we think that a right modeling of the part-of
relation has to take care of the distributivity problem, this solution appears too weak,
since, from one side, the classical subsumption misses some desired inferences, while,
on the other hand, the new criterion (part-sensitive subsumption) does not discriminate
those particular situations where the principle of distribution does not hold. Instead of
different subsumption relations, we suggest to adopt the operators for roles introduced
in section 7?7, in order to capture the complex behavior of a relation when applied to
composite objects. Notice that these operators can be applied locally to a role, so that
the same role can have a distributive reading in a concept description and a classical one
in another. For instance, from the following statements!:

Femur-Fracture = Fracture 1 JLOC. Femur

Femur-Condyle-Fracture = Fracturel1 3( I>"LOC). (Condyle 1 3=<.Femur)
Spine-Scoliosis = Scoliosis[1dLOC. Spine

Thoracic-Scoliosis = Scoliosis[13JLOC. (Thoracic-Spinel13=.Spine)

then, due to (??) in ??, we can derive that:
Femur-Condyle-Fracture C Femur-Fracture (3)
but not:

Thoracic-Scoliosis L Spine-Scoliosis

15We indicate with <t~ and >~ the distributivity operators with respect to the role < (is part of).
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hierarchical structures: taxonomy and partonomy. In the following section we shall show
how such a solution weakens the functionality of the overall system.

The language allows for a limited expressive power: a concept in normal form is com-
posed by a single primitive concept (called by the author the base concept), plus a set
of role restrictions (called eriteria). The PART-OF role, assumed to be transitive, is the
“partitive criterion” of the concept. Notice that the model allows for at most one of
such roles among the criteria set associated to a given concept. As a consequence of this
requirement, a concept cannot be defined to be part of different conceptual wholes, as
for example in the case where the Pancreas is part of both the Digestive-System and
the EndocrineSystem. As an example of a concept description we show the concept of
articular fracture of the condyle (let us call Art-Cond-Frac such a concept):

Art-Cond-Frac= (Fracture (:LOC Condyle)
(: COMPL Articular))

Its base concept is Fracture, while the criteria (:LOC Condyle) and (:COMPL Articular)
say that it is located in the condyle and it has an articular complexity.

A simple structural algorithm computes subsumption between concepts. While the al-
gorithm is sound, it is not complete with respect to the “dedicated semantics” claimed
by the author for the PART-0F role. For example, the transitive property of the part-of
relation is not taken into account by the subsumption algorithm. In fact, only apparently
the transitivity of the PART-OF role is achieved by organizing the concepts in a parton-
omy: with the separation between taxonomy and partonomy we lose those subsumption
and meronymic relations which hold due to their cross-dependence. Let us consider the
following example, adapted from Bernauer’s paper, and depicted in figure ??:

Femur C (Bone (: PART-OF Leg))

Leg-Junction = (Junction (: PART-OF Leg))

Femur-Condyle C (Junction (: PART-OF Femur))

Lateral-Femur-Condyle = (Anatomic-Thing (: PART-0F Femur-Condyle))
(: ORIENT Lateral))

Whereas the partonomy captures the part-whole relation between Femur-Condyle and
Leg, the obvious deduction that every Femur-Condyle is also a Leg-Junction is lost,
since the subsumption algorithm does not consider transitive roles. As a consequence,
BERNWARD also misses the meronymic relation between Lateral-Femur-Condyle and
Leg-Junction. These failed inferences — showed as dashed lines in figure 77 — would be
recovered if transitive roles were taken into account in the subsumption algorithm.
Another important point stressed by Bernauer is the distribution of roles along the
partonomy. Stating, for example, that the location of a part is the same as the location
of the whole, amounts to expressing the distribution of the LOC role over the PART-0OF
role. This would validate the common-sense inference that a fracture of the condyle of the
femur is a fracture of the femur, too. Bernauer points out however that such principle of
distribution is neither true for all roles nor globally true for the same role (for example,
a scoliosis of the thoracic spine is not a scoliosis of the spine, and therefore the LOC role
does not distribute). To address this problem, the author proposes to separate classical
subsumption from part-sensitive subsumption, where every role is supposed to distribute
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Powered-Stereo-System = Stereo-System [l 3(JElec-0bj. POWER-STATE). On

defines a stereo system having a (unknown) number of powered-on main components,
obtained by grouping all the electronic parts — i.e., the qualified parts — of the system.
Thus, the property of being powered-on of these wholes — the main components — including
all the relevant qualified parts — all the electronic parts of the stereo system — is “upward
inherited” to the composite object — the stereo system — in the sense that the stereo
system may be said to be cumulatively powered-on. Actually, the whole stereo system
is not powered-on per se, but because all its main components are on. Note that, as a
particular case, a stereo system may be on even if it is the only powered-on component —
the case of one-component mini-system:

Stereo-System[1 JPOWER-STATE. On C Powered-Stereo-System

4.4.2 Complexity issues

Since the ALCS language — as it is presented in [?] — does not fully account for tran-
sitivity in its semantics, the proposed subsumption algorithm is not able to completely
capture the semantics of collections. As a matter of fact, the soundness and completeness
of the subsumption algorithm is proven with respect to ALCS™, which is a weaker vari-
ant of ALCS — the one where the relations among collections and the plural quantifiers
are defined with just necessary conditions. It is interesting to note that full ALCS is
able to express terminological axioms known to have EXPTIME-hard satisfiability [?].
Recently, in [?] De Giacomo and Lenzerini have studied the computational properties of
a description logic called CAT S which allows for the representation of sets. CAT S has
many similarities with ALCS; however, unlike collections, sets do have the extensionality
property and plural quantifiers are not considered.

The decidability and the complexity of ALCS with the PART-0F “=<” relation is un-
known, mainly because of the presence of plural quantifiers — recalling role-value-maps [?].
However, if just ALC plus PART-0F relation is taken into consideration, then results in
modal logics show that satisfiability is still a PSPACE-complete problem.

4.5 BERNWARD: A Medical Application

The representation language BERNWARD (Building Essential concept Representations in
Well-Arranged Restricted Domains) [?] has been developed by Bernauer in the context of
the European GALEN project [?]. It considers the part-whole relation for the purpose of
modeling concepts in the medical domain, and it allows for the specification of anatomical
objects together with their parts.

The claim is for a logic-based representation of medical terminologies with formal syntax
and semantics, that supports complex concept descriptions and classification of concepts
in the tradition of terminological languages of the KL-ONE family. The model, based on
Sowa’s conceptual graphs [?], emphasizes part-of relationships, trying to integrate features
for dealing with parts within the classifier. Besides classical subsumption, the need to
cope with the effect of part-whole relation on subsumption forces the author to define
a new kind of subsumption, called part-sensitive subsumption, based on two different
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AC. R(a,b) iff Va. (=(a,z)NC(x)) — R(x,b)
>C. R(a,b) iff Va. (=(b,x)ANC(z)) — R(a,x)
AC. R(a,b) iff Va. (=(a,2) AN C(x)) — (3s. =(s,2) A R(s,b))
>C. R(a,b) iff Va. (=(b,z)ANC(x)) — (Is. =(s,2) A R(a,s))

Figure 3: Semantics for the Plural Quantifiers in the mereological setting.

engine” we can state:
Car = J>.Engine13(<ILOC).City ...

i.e., a car has, among other things, an engine and it is located in a city. Now, thanks to
(??), the engine is also in the city:

Car C 3. (Engine 1 3JLOC. City)

The above example does not make use of the qualification. This feature becomes relevant
if we want distributivity to apply only to parts of a given kind. For example, for an artifact
with connected and unconnected parts, the location distributes only to the connected ones
—i.e., “The location of the remote control of a stereo system is (usually!) not the same
as the location of the stereo”:

Stereo-System = J(<dConnected. LOC). Room M 3. Remote-Controlll...
Remote-Control = —Connected[l...

meaning that every connected part of a Stereo-System shares the same location, while
nothing can be said about the location of the remote control, an unconnected part of the
stereo.

The right distributivity covers the case where a relation holding between two objects
also holds between the first object and the parts of the second object; more formally:

I(>R).(CM3=.D)CIR. D (2)

In the medical domain, it is useful to deduce diseases of organs from diseases of parts of
organs [?]. The example ?? in section ?? shows how the right distributivity in ALCS
can capture that “The fracture of the condyle of the femur” is also “The fracture of the
femur”.

Cumulative readings are useful for expressing the distribution of a property along
unidentified groupings of parts of a whole covering all its (possibly qualified) parts.
Let us take, for example, a powered-on Stereo-System. It is clear that, in order for
a Stereo-System to be on, all its main components should be on for themselves. How-
ever, it may be not known how actually the Stereo-System is composed, i.e., whether
it has just one main component — a mini-system — or more than one — a combination of
CD-player, amplifier, cassette deck and so on. In fact, the expression “The stereo system
is on” implies just that all of its main components should be on, without any commitment
about which and how many these components should be. The expression
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In this case, it is possible that any collection containing components of beatles sings
“Yesterday’, with the proviso that the union of such collections should include at least all
the beatles members. Then, a possible interpretation for the cumulative reading could

be:

9(017 paul), 9(017 jOhn)7 9(01, elvis),
9(027 paul), 9(027 george), 9(027 ringo),
SING(Cy, yesterday), SING(Cy, yesterday).

i.e., the relation SING holds between two collective entities (', Cy and yesterday, where
C1 and C2 together contain every single member of the Beatles, plus Elvis. Observe
that, given the semantics in figure ??, the cumulative reading includes the collective and
distributive readings as particular cases.

The language ALCS extends ALC by enriching the expressivity for roles — i.e., it adds
the O role together with the role-forming operators <1, >, < and P that introduce the
distributive and cumulative readings for generic roles. As an example of the expressive
power, let us see how a concept representing any pop group can be defined using the

ALCS language:

Pop-Group = V3. Personl1VLED-BY.Person/l
V<{BORN-IN.City 1 V<ISING. Pop-Song

The definition states that a pop group is composed by persons, that the relation LED-BY is
inherently collective, that the relation BORN-IN inherently distributes to the single persons
composing the group, and that the relation SING has a cumulative reading for the group.

4.4.1 Quantifying over Parts

In the second part of [?], ALCS is adapted to represent part-whole relations by just turning
the membership relation 3 into the partial-ordering “>”: as usual, =(x,y) means “z has
part y”. The notion of plural quantifiers, transposed in the mereological setting, formalizes
the notion of distribution of properties along a partonomy, giving a clear semantics to
correctly manage this phenomenon in description logics.

The <0 and > operators express the left and right distributive readings. Moreover, they
can be qualified by a qualification predicate C'; which specifies that the relation necessarily
holds for all the parts of a certain type C''®. In analogy with the previously defined
plural quantifiers, the < and B operators introduce the cumulative plural quantifiers:
the relation holds for some parts covering all the qualified parts. The semantics of the
operators is defined in figure ?7?.

Let us show the expressive power of these operators with some examples. If a role is
left-distributive, then the relation which holds for the whole is also true for the parts, i.e.,
more formally, the following theorem holds:

I(<R). C CV¥=.(3R.C) (1)

Then, to capture, for example, that the “The location of a car is the same as that of its

15As a convention, when we omit the qualification we intend that the qualification predicate C' is the
generic universal concept —i.e, JR=<T.R.
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AR(a,b) iff Va.3(a,z) — R(x,b)
>R(a,b) iff Va.3(b,z) — R(a,z)
JR(a,b) iff Va.3d(a,2)— (R(:L', b) V (3s. 3(s,x) A R(s, b)))
>R(a,b) iff Va.3(b,x)— (R(a, x)V (Is. D(s,2) A R(a, 5)))

Figure 2: Semantics for the Plural Quantifiers.

For example, the statements “The Beatles are John, Paul, George and Ringo” and “John
is the leader of the Beatles” can be expressed as follows:

S(beatles, paul), D(beatles, john),d(beatles, ringo), d(beatles, george),
LED-BY(beatles, john).

where the plural entity beatles is an individual interpreted as a collection, composed by
the entities john, paul, ringo and george.

Predications on collections apply in various ways on the elements composing the actual
collection. As an example, take the possible readings involving a sentence like “The
Beatles sing ‘Yesterday’ 7. In the collective reading, the four singers together sing the song;
in the distributive reading, each singer sings separately; finally, with the cumulative reading
we describe a mixed situation where, say, one sings alone and the others sing together,
with the proviso that all of them are involved in some action of singing. Thus, a relation
like (SING) not only can hold between the objects of predication (Beatles, Yesterday), but
it can also distribute to (groupings of) elements of such objects, if they are collections.
In order to capture the more structured semantics of predications on plural entities, the
< and < (resp. > and B) operators — called plural quantifiers — introduce the left (resp.
right) distributive and cumulative readings for generic binary relations having a collection
as left (resp. right) argument.

In the following, the meaning of the new operators is explained by means of some
examples, while in figure ?? the plural quantifiers are formally defined. In the sentence
“John is the leader of the Beatles”, the role LED-BY has a collective reading:

LED-BY(beatles, john)

i.e., john is the leader of the whole collection beatles. The relation BORN-IN, in “The
Beatles were born in Liverpool”, is left distributive over the components of the beatles:

<IBORN-IN(beatles, liverpool)
that is, each member was born in Liverpool:

BORN-IN(john, liverpool), BORN-IN(paul, liverpool),
BORN-IN(george, liverpool), BORN-IN(ringo, liverpool).

Y

Finally, the sentence “The Beatles sing ‘Yesterday’’
cumulative reading for the relation SING:

can be expressed according to a left

<JSING(beatles, yesterday)
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System = (= 1 (IS-D-COMPONENT)? Tank) I
VIS-D-COMPONENT . (~Reactor Ll 3TS-D-COMPONENT . Tank) 1. ..

The notion of Quwner-Restricted parts is similar, but it assumes the point of view of the
part objects; i.e., we want to model that a given tank is used exclusively by the reactors
of the system:

Tank = (= | IS-D-COMPONENT? System) [
VIS-D-COMPONENT. (—Reactor Ll 3ITS-D-COMPONENT. System) . ..

Sometimes the existence of an object is constrained to the existence of some essential
parts (see section ?7). This can be expressed by using the existential quantifier on role
parts — an essential part of a human being could be its brain:

Human = JIS-D-COMPONENT . Brainll...

On the other side, parts can be in turn Dependent on the existence of the whole. Also
dependent parts can be represented by using the existential quantifier:

Ceiling = 3IS-D-COMPONENT.Room[T...

4.3.1 Complexity issues

The author ends up with some interesting considerations on the complexity of subsump-
tion computation in P. To adequately represent part-whole relationships, the language
P needs a high expressive power on role constructs. This is obtained by extending ALC
with the following role-forming operators: inverse roles (R™), role disjunction (RUS), role
composition (Ro.S), transitive closure of roles (R*). This is essentially the same expressive
power requested by the language studied in [?], called FSL, where subsumption can be
computed in double exponential time. Moreover, P needs also to express qualified num-
ber restrictions on complex roles (Exclusive, Multi-Possessed and Owner-restricted parts)
and conjunction of roles (to express disjointness between different part-whole relations'?).

Such language is at least as expressive as FSLR, i.e., FSL plus role conjunctions, shown
to be undecidable [?].

4.4 ALCS: Quantifying over Collections and Parts

The ALCS language (ALC with Sets) proposed by Franconi in [?] is an extension of a
description logic in order to represent collections. Its motivation is to give a semantics
for plurals and plurals quantifiers in natural language, but it can be naturally extended
to handling parts and wholes.

Collections are contingent aggregates of individuals called members or elements of the
collection, selected by means of a primitive membership binary relation (denoted by 3).
The 3 relationship can be interpreted as the meronymic relation of Member/Collection.

1“We think that disjointness is not generally verified. Suppose for example: Herbert is part of this
orchestra and Herbert is the director of this orchestra, then you have that both Member-Collection and
Component-Object relationships hold between Herbert and this orchestra.
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component of”. A composition table takes into account the interactions between the
mixed relations so that, for example, the composition of Member/Collection with Com-
ponent/Object results in the Component/Object relation®. In such a way, the generic
part-roles are described as the transitive closure of the respective direct roles and the role
chain obtained from the composition table. For example, the Component/Object relation
is defined as:

IS-COMPONENT = (IS—D—COMPONENTI_I (IS-MEMBER o IS—D—COMPONENT))"’

The fact that has-part roles (e.g., HAS-COMPONENT) are the inverse of the is-part-of roles
(e.g., IS-COMPONENT) is expressed by means of inverse roles'® (e.g., HAS-COMPONENT =
IS-COMPONENT_).

We want make a point here on the introduction of the direct primitive roles. Although it
is correct to define the generic part starting from the primitive notion of direct part, that
relation has to be modeled more carefully with a proper semantics. Such direct-parts have
to verify the definition of immediate inferior, taken from lattice theory: given a partially
ordered set P, we say that a is an immediate inferior of b if a« < b, but a < & < b for no
x € P. In the P language, no formal characterization is given to the direct-part roles in
order to agree with the above definition. As a matter of fact, concept expressions in P may
have non intended models with respect to the direct-part role - e.g., {¢<qa, c¢<4b, b<4a}
is a valid interpretation for <y, the generic is-direct-part-of relation. Thus, direct-part
roles should affect the ABOX reasoning process in order to discard non-intended models
like the above one. With respect to pure TBOX inferences, it is likely for the P language
that if a P TBOX has a model, then it has a model that conforms with the intended
meaning of direct-parts. Thus, we can simply take the primitive notion of direct-part —
without any specific semantics — when we compute logical consequences''. However, this
has still to be shown formally.

Features that characterize the interdependence between the parts and wholes are ex-
pressible in P with qualified number restrictions on roles'? [?]. Saying that a part is an
FExelusive part of a whole implies that one of the direct is-part-of roles has at most one
filler. For example, P allows us to express that a motor is an exclusive part of a car:

Motor = (< 1 IS-D-COMPONENT Car)[1...

With Multi-Possessed parts the author refers to the case of an object whose parts have
a common sub-part — suppose a “System made of some Reactors that all use the same

Tankwl?).

9As stated by the author, such composition table is obtained from a case study on the particular
domain of interest, but its validity on general domains seems to us hard to defend.

1°Given a role R, with R~ we denote its inverse.

1The same considerations are valid when speaking of antisymmetric models, which capture the acyclic-
ity of the part-whole relation.

12Qualified Number Restrictions have the form: (< n R C),(> n R C) with the following semantics:
(K nROY ={ic A||{j]| RE(,j) ANCT(j)} ||< n}, where || - || denotes the cardinality of sets.

13Given a role R, with R"™ (IS-D-COMPONENT?) we denote the composition R o Ro --- o R
(IS-D-COMPONENToIS-D-COMPONENT).
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is the proliferation of concepts, due to the introduction of concepts collecting parts. For
example, a concept like Bicycle-Part is only needed to simulate transitivity, but it does
not add further structure to the domain description.

Jang and Patil recognize in [?] that, in order to deal with the part-of relation, a
representation system requires transitive roles plus some notion of vertical relationships
between the parts and the whole. They introduce the language KOLA with indirect-
transitive as well as transitive roles. Specifying that a role R is indirectly transitive via
the role S allows the system to infer R from the composition of R itself with the transitive
closure of S —in symbols, Ro5* — R. This notion permits, for example, to deduce diseases
of an organ from diseases of its parts (see for more details sections ?? and ??). Despite
this work suffers from the lack of both a clear semantics and a proof of correctness of
the algorithms, it has however the merit to recognize the importance of explicitly dealing
with the properties of the part-of relation within a knowledge representation formalism.

4.3 P: A Language for an Engineering Application

The concept language presented in [?] by Sattler deals with composite objects in an
application domain like the modeling of huge chemical plants. The demands individuated
in such a technical domain call for a knowledge representation system able to handle:

e Different kinds of part-whole relations, (see section ?7).

Inverse of these relations.

e A composition table of different part relations.

Specific interactions between parts and whole — for example, parts belonging exclu-
sively to one whole.

The language P is a first attempt to formalize these demands in a description logic.
The transitivity of the part role is obtained by means of a specific role forming operator.
The transitive closure operator, first introduced in [?], applies to a given role (say R) and
builds up its transitive closure (in symbols, B*)®. In this way, it is possible to capture
the transitivity with a proper subsumption algorithm and there is neither ambiguity
nor separation between taxonomy and partonomy. For example, if the has-part role (in
symbols, =) is modeled as the transitive closure of a primitive part relation, we can
describe a car by saying that it has wheels which in turn have tires as their parts:

— (PRIMITIVE-PART)*
Car = 3. (Wheel M 3I>.Tire)

then, the fact that tires are also parts of cars: Car T d>.Tire follows. In order
to differentiate among various part relations, the author introduces six primitive roles:
IS-D-COMPONENT, IS-D-MEMBER, IS-D-SEGMENT, IS-D-QUANTITY, IS-D-STUFF, IS-D-IN-
GREDIENT where D stands for direct — e.g., IS-D-COMPONENT can be read as “is a direct

8For the semantics of the transitive and reflexive closure operator we have: (R*)f =, 5 ,(R%)", while

with Rt we denote the composition R o R*.
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by relating them in a so called SQN structure (for Sine Qua Non structure). Thus, the
fact that an arm exists only if a human possessing it exists, is expressed saying that
Human is a SQN concept of Arm. A SQN structure then forms a partonomy distinct from
taxonomic graphs (called generalizer structures): “[..] SQN and generalizer structures
are orthogonal in the sense that SQN structure is independent and complementary to
generalizer structure” [?]. For a critics to this position see section ?7.

Schubert in [?] introduces a representation called “parts graphs” for reasoning about
parts. The PART-OF relation is characterized as a partial order plus the extensionality
axiom and the principle of sum (see section ??). Furthermore, parts are pairwise disjoint
and jointly exhaustive; thus, they express a form of partitioning. The work uses part
graphs for representing and reasoning about parts of given individuals. Although the
problem of deducing part-of relations — like checking whether the individual a is part of
the individual b — is showed to be co-NP-complete, the author suggests to put additional
constraints on part graphs in order to permit efficient information extraction. The notion
of closed graph is defined, allowing for linear space-time algorithms for question-answering
— even if the size of the closed graph may be exponential in the size of the equivalent open
part graph. The most serious limitation of this work, observed by the author too, is that
parts are not considered at the abstract level of concepts: there is no way to express such
a generic knowledge, like saying that an Armis part of any Human, and consequently reason
on this representation.

Within the application domains which need an explicit representation of medical knowl-
edge, Haimowitz, Patil and Szolovits in [?] describe a system for diagnosis of acid-base
electrolyte disorders with the aims of formulating hypothetical diagnosis of a patient
by using the terminological language NIKL [?]. The authors point out that represent-
ing anatomical relationships in NIKL is particularly troubling, since part-whole relations
could not be represented in such a way that both the requirement of making natural
associated inferences — mainly, transitivity dependent inferences — and the requirement of
having a resulting knowledge base with a structure similar to the domain being modeled.
As a matter of fact, one of the explicit requests is to extend terminological logics with
transitive closure of roles: “[..] Being able to define one relation as the transitive closure
of another would be particularly useful [..]” [?].

The NIKL builders, Schmolze and Mark, in [?] attempt to represent transitivity of part-
whole relations by resorting to the transitivity of subsumption. The idea is to introduce
a new concept that represents all the possible parts of a given class of objects, while
connecting it to the related whole by means of a primitive HAS-PART role. For example,
if you want to represent a bicycle, you may create a concept that stands for all parts of
bicycles, say Bicycle-Part, which has Wheel as one of its subconcepts. Since you need
to represent parts of wheels, too, you have to build another concept for these parts, says
Wheel-Part, with, for instance, Tire as one of its subconcepts. As the authors say, this
is not “[..] an ideal method for representing part/whole” [?]. Obvious deductions are lost:
for instance, it is no more true that tires are parts of bicycles, unless you explicitly declare
that the concept Wheel-Part is a subconcept of Bicycle-Part. This approach leaves to
the designer the burden of asserting all the consequences of transitivity, which would be
instead automatically inferred if part roles were modeled as transitive. Another drawback
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john: Student,
NAME: “John”,
ADDRESS: “Abbey Road...”,
ENROLLED: ¢s415.

Its representation in description logics is a collection of statements, where unary and
binary predicates stand for concepts and roles:

Student(john),

NAME(john, “John”), String(“John”),

ADDRESS(john, “Abbey Road...”), String(“Abbey Road...”),
ENROLLED(john, cs415), Course(cs415).

It is clear that a simple deduction from the above knowledge is that John is a person, i.e.,
that Person(john).

Let us consider now the formal semantics of a description logic. We define the meaning
of concept expressions as sets of individuals — as for unary predicates — and the meaning of
roles as sets of pairs of individuals — as for binary predicates. Formally, an interpretation
T is a pair (A, -7) consisting of a set A of individuals (the domain of 7) and a function -Z
(the interpretation function of T) which maps every concept to a subset of the domain,
every role to a subset of pairs of the domain and every individual into a different element of
the domain (satisfying the Unique Name Assumption) such that the equations of column
2 in figure 7?7 are satisfied.

An interpretation 7 satisfies ' C D if and only if the interpretation of C' is included in
the interpretation of D, i.e., CT C D¥. A concept (' is subsumed by a concept D (written
C C D) if CT C D? in every model. For example, the concept Person subsumes the
concept Student — StudentCPerson, since every student is also a person.

A set of TBOX axioms and ABOX statements is called a knowledge base. Terminological
axioms are of the form ' C D, with ' and D are generic concept expressions. Note that
concept definitions of the type A = (' — where A is an atomic concept — can be reduced
to (AC C)A(C C A). A terminology (TBOX) is a finite set of terminological axioms.
ABOX statements are referred to as assertions; an assertion is a statement of the form

C(a) or R(a,b).

4.2 Preliminary Works

The first attempts to introduce part-whole relations in knowledge representation date
back to the late "70s. The semantic network proposed by Philip Hayes in [?] - called
csAw, for “Choosing the Senses of Ambiguous Words” — makes use of the meronymic
relation as one of its most important structural components. A PART-0F link is used to
describe the structure of objects. For example, to represent the class Human, Hayes first
individuates its anatomical parts — an Arm, a Torso, a Head; then, he connects each part
to the node denoting the concept Human by means of the PART-0F role. Hayes’ work gives
a contribution to the broader investigation, made between the late "70s and the first "80s,
aimed to clarify the meaning of nodes and links in semantic networks. Hayes proposal goes
further on introducing a form of dependence between parts and wholes (see section ?7?)
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c,D — A AT C A (atomic concept)
T T = A (top)
1] 17 =9 (bottom)
-C | (-CYr = A\C? (complement)
cnbj (cnbDyYf = ctnb? (conjunction)
cubD| (cubDyr = ctub? (disjunction)
YR.C | (VR.C)F = {ieA|Vj.RI(,j) = CT(5)} (universal quantifier)
AR.C | AR.C)YF = {ieA|Tj. RE(i,5) ANCE()} (existential quantifier)

Figure 1: Syntax and semantics for ALC concepts.

In this section we give a very brief introduction to description logics. With respect
to the formal apparatus, we stick to the concept language ALC introduced in [?] and
further elaborated for example in [?, 7, ?. ?]. In this perspective, description logics are
considered as a structured fragment of predicate logic; ALC is the minimal description
language including full negation and disjunction — i.e., propositional calculus. As it is
expected, basic types of the language are concepts, roles and individuals. According to
the syntax rules of column 1 in figure ??, ALC concepts (denoted by the letters C' and
D) are built out of atomic concepts (denoted by the letter A) and roles (denoted by the
letter R).

Let us consider, as an example, the following generic representation of a student and
its possible formalization in description logic:

Student : Person, Student = Person[]
NAME: String, JNAME. StringTl
ADDRESS: {String}, VADDRESS. String [l
ENROLLED: Course. JENROLLED. Course

a student is a person, it has a name” and possibly many addresses — which are strings —
and it is enrolled in at least a course. The attributes of the description can be quantified
either universally or existentially: any address of a student is always expressed like a
string in the representation, whereas it is possible that a student is enrolled in something
which is not a course — e.g., in the army — being necessary just his/her enrollment in at
least one course in order to be a student.

Moreover, as we have said before, it may be possible to have disjunction and negation,
like in the following example:

(JTEACHES.Course) L (—Undergradll(ResearcherllProfessor))

meaning that anyone teaching some course should be graduated and either a researcher or
a professor. According to the definition above, not every graduated researcher or professor
necessarily teaches some course, since the “C” relation is meant as an implication.

The individual john is an instance of the student frame, whose name is John, living in
Abbey Road and attending the Computer Science course 415:

“The NAME role should be defined as functional, since people have only one name.
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e Properties which the whole inherits from its parts: in many cases, for instance, the
whole is defective if one of its parts is defective.

e Properties which the parts inherit from the whole: for instance, within a certain
granularity, certain locative properties (e.g., “being on the table”) of the whole hold
also for its parts.

e Properties of the parts which are systematically related to properties of the whole:
for instance, the region occupied by a single part is always inside the region occupied
by the whole, and the weight of a single part is always less than the weight of the
whole.

4 The Knowledge Representation Perspective

After the general analysis outlined above, we shall discuss in details in this chapter various
modeling proposals related to parts and wholes in the area of Object-Centered Knowl-
edge Representation Systems. Part-whole relationships has been used for describing the
structure of objects since the beginning of knowledge representation systems. The early
solutions, briefly discussed in the section ??, made use of primitive attributes without
considering their logical properties [?, 7, ?]. They are still very popular, since they do
not require any special addition to the existing systems.

Within this chapter, however, we shall give a special emphasis to those systems where
the introduction of part-whole relations is accompanied by an appropriate semantics and
by specific inferential mechanisms. We shall adopt here the common formal framework of
description logics, briefly introduced in the next section. One of the main goals here is to
make justice of the misunderstanding which sees partonomy and taxonomy as orthogonal
each other: we will show the strong — semantically motivated — interrelationships between
them.

4.1 Description Logics

Description Logics® are formal languages designed for a logical reconstruction of represen-
tation tools such as frames, object-oriented and semantic data models, semantic networks,
KL-ONE-like languages [?], type systems, and feature logics. Nowadays, description logics
are being considered the most important unifying formalism for the many object-centered
representation languages used also in areas different from Knowledge Representation. In
particular, [?, 7, 7, ?] propose a formal mapping between description logics and Object-
Oriented formalisms. Important characteristics of description logics are high expressivity
together with decidability and completeness, which guarantee that reasoning algorithms
always terminate with the correct answers. Differently from object-oriented systems, de-
scription logics do not stress the representation of the behavioral aspect of information,
for which they are still considered inadequate.

5Description Logics have been also called Frame-Based Description Languages, Term Subsumption
Languages, Terminological Logics, Tazonomic Logics, Concept Languages or KL-ONE-like languages.
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while we focus here on our conceptual modeling perspective. Among the various integrity
relationships holding within a whole, the following distinctions can be made:

e “Vertical” relationships.

— Dependence relationships between the existence of the whole and the existence
of (a certain number of) parts (and vice versa).

— Dependence relationships between the properties of the whole and the proper-
ties of the parts (and vice versa)

e “Horizontal” relationships.
— Constraints among parts which characterize the integrity of the whole.

We do not discuss in detail the various cases of horizontal relationships, since, al-
though extremely important for capturing the notion of a whole, they find a little space
in current modeling formalisms (see however sections ??, 77 and ??). It will suffice
here to report the classical example of an arch which can be considered as a whole
made out of inter-related parts. For an arch, its parts should satisfy the following con-
straints: the lintel is supported-by the uprights, and each upright is on-the-side-of
and not-connected-with the other.

Vertical relationships deserve here more attention. The first class of vertical relation-
ships mentioned above refers to what may be called existential dependence, discussed at
length in [?]. According to Simons, we say that an individual is rigidly dependent on an-
other individual if the former cannot exist unless the latter exists; further, an individual
is generically dependent on a class if, in order the individual to exist, an instance of such
class has to exist. As an example of rigid dependence, consider the relationship between
a person and its brain: if we change the brain, we cannot assume that the person is the
same any more. On the other hand, we can assume that a person is only generically
dependent on his/her heart, since this can be replaced. For our modeling purposes, we
can focus the attention on generic dependence, considering the following special cases:

o The whole is generically dependent on a particular class of parts: with a bit of
philosophical freedom, we shall refer to these parts as essential parts®.

o A part is generically dependent on the whole: in this case, the part will be called a
dependent part.

o There exists at most one whole containing a particular part: such part is in this
case exclusive for that whole.

The second class of vertical relationships refers to dependence relationships between
properties cases:

®A more accurate definition of essential parts would require modal concepts, and should be based on
rigid dependence rather than on generic dependence.



Car(carl) A HAS-WHEEL(car!, wheell ) A Wheel(wheell).
In this latter case, we have the hidden assumption that HAS-WHEEL is a kind of part
attribute:
HAS-WHEEL(car!, wheell ) — wheell < carl.

Under such assumption, the latter formulation implies the former. In this way, one can
build a model by making an explicit use of part-names as attributes or alternatively by
using generic part attributes:

Car :HAS-WHEEL : Wheel, Car :HAS-PART : Wheel,
HAS-ENGINE : Engine, HAS-PART : Engine,
HAS-COLOR : Red. HAS-COLOR : Red.

It is clear that, in order to distinguish between meronymic (like HAS-WHEEL) and non-
meronymic (like HAS-COLOR) attributes, it is necessary to mark the part-names used as
attribute. It should be noted, however, that the formal properties typical of the general
PART-OF relation — like its transitivity, for instance — do not necessarily hold for all of
its sub-relations, and therefore they shouldn’t be automatically associated to all specific
meronymic attributes. Only expressive enough formalisms — like, e.g., description logics
with hierarchies of attributes — can correctly handle the general HAS-PART relation, with
its formal properties, together with its specialized sub-relations. In this way, it is possible
both to have an easy access to the different types of parts of a composite individual —
denoted by the named part attributes — and to specify other peculiar characteristics of
such specific part attributes — like, e.g., cardinality or domain restrictions.

Both modeling choices presented above are followed in practice. However, there are
cases where the choice of having an explicit part attribute hierarchy is definitely the most
appropriate. Consider the part-names introduced by WCH (like, e.g., MEMBER), or those
like CENTER, TOP, TIP, BOTTOM, EDGE. They can hardly be thought of as “stand-alone”
concepts like Wheel or Engine: the reason is that they denote dependent names, in the
sense that, in order to such names denote particular objects, these objects must already
be part of a whole. For instance, if X is a edge, something else of which X is a part
must exist [?]. Due to this dependence, these part-names have an intrinsic relational
meaning, and they should naturally correspond therefore to attributes. Therefore, to
capture the dependence of these part relationships from the general part-of relation we
need to organize them in a role hierarchy.

3.3 Vertical and Horizontal Relationships

In order to correctly model the notion of a whole, we cannot limit ourselves to describing
its meronymic structure, but we should be able somehow to express how the whole is
related to the parts, and how the parts are “glued together” to form a whole. Again,
we point to [?] (chapter 9) for some general issues related to the notion of integrity,

with the unary predicate Wheel.



According to the explicit approach, the example above would be modeled by introducing
an additional object — denoting Mary’s and John’s family — which stands for the whole:

john : AGE : 35, mary : AGE : 33, m-j-family : WIFE : mary,
SEX : Male, SEX : Female, HUSBAND : john.
HEIGHT : 175. HEIGHT : 165.

Notice that the two attributes, WIFE and HUSBAND, appear now in the object which models
the whole with a different meaning, since they model a relation which exists between a
family and a particular person part of it?.

The choice between the two approaches above is not just a matter of point of view, since
the implicit choice may often have drawbacks in terms of reusability, understandability
and extendibility, which are considered as crucial modeling quality factors [?].

In terms of reusability, it is evident that a particular modeling abstraction is more
reusable if it contains only those elements which are specific to its nature, and independent
from the context. For example, suppose we have to model a gear, consisting of a wheel
a which moves a wheel b. If we stick to the implicit approach, using an attribute mowves
in a whose filler is b, we cannot reuse a in different contexts, say that of a wheel moving
two or more wheels, unless by modifying the structure of ¢ adding new attributes for the
other wheels moved.

Regarding wunderstandability, if an object description contains only the information
specific to its nature, then it is likely to be easily understandable. On the other hand,
if attribute links transcend the boundary of a single object, then understandability is
jeopardized. If we have n object descriptions which are related in the implicit manner,
we have to examine all of them in order to discover that there is a whole behind them. If
we have instead a single object pointing to n different objects as components, then the
interpretation is straightforward.

Finally, in terms of extendibility, we can observe that, in the example above, if the gear
is modeled explicitly as an object relating wheels a and b, it can be easily extended by
adding a third related wheel ¢ without touching the description of a.

3.2 Names of Parts

As we have seen in the preceding section, while modeling composite individuals it seems
natural to give specific names to attributes denoting parts: the attributes WIFE and
HUSBAND denote two specific HAS-PART relations in the context of the composite individual
m-j-family. They are used to refer to parts, and at the same time they carry extra-
information about the role and the nature of such parts.

In the domain of artifacts, we can consider for example the individual car! of type Car.
A first modeling choice amount to saying that it has a part which is a wheel:

Car(carl) A wheell < carl A Wheel(wheell).
On the other hand, a second modeling choice can make use of the attribute HAS-WHEEL*:

30mn the ways of distingnishing these part-denoting attributes from other possible attributes of “mary
and john’s-family’ see the next section.
*We prefer here to use the name HAS-WHEEL instead of WHEEL in order to avoid a possible confusion



problems are independent from the particular part-whole relation considered, since they
regard the very general notion of part-of. In our opinion, the minimal requirements of a
conceptual model able to capture the ontological nature of both parts and wholes can be
summarized as follows:

e Explicit introduction of (complex) wholes in the model.

Clear distinction between parts and other attributes of a whole.

e Built-in transitivity of parts.

Possibility to refer to parts by generic names.

Capability to express “vertical” relationships between the parts and the whole.

Capability to express “horizontal” constraints among the parts of a whole.

Transitivity issues have already been discussed above, and their impact on knowledge
representation formalisms will be analyzed in section ??. We will focus in this chapter on
the remaining requirements.

3.1 Implicit versus Explicit Wholes

A preliminary issue that has to be addressed when modeling a complex world regards the
identification of relevant domain elements. This task is not so trivial as it may appear
at a first sight, since, when dealing with interrelated individuals, it is often not clear
whether it is worth while either modeling them by an implicit web of references or rather
considering such individuals as parts of a whole — introducing therefore the whole as an
explicit object. Two different modeling philosophies result:

o [mplicit modeling. In this case the connections between the interrelated individuals
are modeled by means of local attributes, and the overall knowledge pertaining to
the whole is distributed among different objects.

o Faxplicit modeling. In this case a new object, holding part-of links to the interrelated
objects, is made explicit. The overall knowledge pertaining to the whole is held in
the whole itself.

As an example of the implicit approach, consider the case of a family, where the inter-
relationships between the spouses john and mary are expressed as follows:

john : AGE : 35, mary : AGE : 33,
SEX : Male, SEX : Female,
HEIGHT : 175, HEIGHT : 165,
WIFE : mary. HUSBAND : john.

Observe that the relationship binding the two objects john and mary is realized by an
attribute in the object john keeping a reference to mary (WIFE), and vice versa via the
attribute HUSBAND.



e Place/Area: It is a spatial relation among regions occupied by different objects.
Like the portion/mass relation, the place/area is homeomerous since every part of
a region is similar to the whole region, but they cannot be separated. For example,
we can say that “An oasis is part of a desert”.

The above distinctions among different kinds of part-whole relations allow the authors
to offer a reason to the apparent lack of transitivity in examples like the one cited at
the beginning of this section: “[..] So long as we are careful to keep to a single sense
of part [..] it seems that the part-whole relation is always transitive. However, when
we inadvertently mix different meronymic relations problems with transitivity arise” [?].
The strangeness of musician’s arm example is due to a mixing of two different part-whole
relations. Saying that the arm is part of a musician involves a component /object reading
of the part relation, while stating that the musician is part of the orchestra entails a
member/collection reading.

Despite its role as a first important contribution to the understanding of the cogni-
tive nature of part-whole relations, a number of criticisms have been moved to the WCH
approach. First of all, although the WCH approach seems to exclude the existence of
a single, very general part-of relation assumed to be transitive, various authors have
stressed the fact that the different part-whole relations introduced by WCH can be seen
as specializations of a single, general part-of relation satisfying the basic axioms of mereol-
ogy [?, ?]'. The particular behaviour of the different part-whole relations may lie, among
other things, in the ontological nature of both the whole — including notions like integrity
— and the part. Important problems of composition (including transitivity as a special
case) may arise for part-whole relations?, but they do not affect the transitivity of the
part-of relation.

A further criticism to the WCH approach comes from the fact that their theory is mo-
tivated by linguistic examples which are sometimes questionable in their interpretations,
and therefore some of the distinctions proposed by the authors (which are not supported
by a formal evidence) may be obscure or debatable. In [?], Iris, Litowitz and Evens
offer a comprehensive overview of these linguistic issues, and propose to reduce the six
cases introduced in the WCH approach to four basic schemes, namely component-whole,
segment-whole, member-collection, subset-set. In [?, 7], Gerstl and Pribbenow move a fur-
ther step towards the understanding of part-whole relations by isolating three basic kinds
of wholes on the basis of their compositional structure, namely masses, collections and
complexes (whose parts are respectively called quantities, members and components), and
two further ways of isolating parts of them on the basis of intrinsic properties (portions)
or external schemes (segments).

3 The Conceptual Modeling Perspective

Since the early stages of the conceptual modeling process, the peculiarities of the notions
of part and whole pose a number of problems, which require careful choices. Most of these

Tn the following, we shall use the terms part-of and part-whole consistently to this interpretation.
2We are not aware of any substantial work done on composition tables for different part-whole relations:
some preliminary ideas appear in [?, ?].



2.1 Kinds of Part-Whole Relations

Among the algebraic properties peculiar to the notion of part, the most discussed one
is transitivity. We can say, for example, that the finger is part of the hand, the hand is
part of the human body, and then infer that the finger is part of the human body, too.
However, various authors [?, 7, 7, 7. 7 ?] have noticed that transitivity does not always
hold, trying to characterize where transitive inferences are valid or not. As an example,
consider the following case: an arm is part of a musician, the musician is part of an
orchestra, but it would sound a bit strange to state that the arm is part of the orchestra.

On the basis of linguistic and cognitive studies, Winston, Chaffin and Herrmann (WCH)
in [?] proposed a distinction among various kinds of specialized part-whole relations, with
the aim of overcoming such apparent transitivity paradoxes, ascribed to the mixing of
different kinds of part-whole relations. The main idea was to capture the different ways
in which parts contribute to the structure of the whole, by introducing six different types
of meronymic relations, distinguishable on the basis of the three criteria of functionality,
homeomericity and separability:

“[..] Functional parts are restricted, by their function, in their spatial or
temporal location. For example, the handle of a cup can only be placed in a
limited number of positions if it is to function as a handle. Homeomerous parts
are of the same kind of thing as their wholes, for example ‘slice-pie’, while non-
homeomerous parts are different from their wholes, for example, ‘tree-forest’.
Separable parts can, in principle, be separated from the whole, for example,
‘handle-cup’, while inseparable parts cannot, for example ‘steel-bike’.” [?]

The following is a summary of the part-whole relationships proposed by WCH:

e Component/Integral-Object: Integral objects are characterized by having a struc-
ture, while their components are separable and have a specific functionality. For
example, “Wheels are parts of cars” or “Phonology is part of linguistics”.

e Member/Collection: Captures the notion of membership in a collection. Members
do not play any functional role with respect to the whole they are part of, but they
can be separated from it. For example, “A tree is part of a forest”.

e Portion/Mass: The whole is considered as a homogeneous aggregate and its por-

tions are similar to it (homeomerous) and separable, as in “This slice is part of a
M

pie”.

e Stuff/0Object: It expresses constituency of things and can be paraphrased using
is partly or is made of, as in, “The bike is partly steel”. Essentially, in order to
distinguish these part relations from the other ones, the argument is that the stuff
of which a thing is made of cannot be separated from the object, it does not have
any functional role nor is it homeomerous.

e Feature/Activity: Designates a phase of an activity. A phase, like a component,
has a functional role but it is not separable. For example, we can say that “Grasping
is part of stacking objects”.



2 Parts and Wholes

Theories of parts and wholes have been studied since early philosophers have started to
investigate the essence of the physical world. The first formal accounts appeared only at
the beginning of our century, dating back to the independent works on Mereology by the
polish logician Stanistaw Lesniewski and on the Caleulus of Individuals by Leonard and
Goodman. Nowadays, there is an accepted minimal unified view on the theory of parts
and wholes: Classical or General Extensional Mereology (GEM).

Basically, GEM introduces a proper-part-of binary relation “<” as a strict ordering
relation - i.e., transitive and asymmetric — on the domain, satisfying a set of additional
principles. The most important of them may be informally summarized as follows:

Extensionality: Two individuals are identical if and only if they have the same parts.

Principle of Sum: There always exists the individual composed by any two individuals
of the theory — i.e., the mereological sum.

Supplementation: If an individual = is a proper-part-of an individual y, then a different
individual z exists which is the missing part from y.

Clearly, the part-of relation “<” may be defined as the disjunction between the proper-
part-of and the identity relations; it is therefore a partial ordering relation.

It turns out that the basic principles of GEM are inappropriate when considering real
domains of application of the theory. Sometimes, the extensionality and sum principles
are too strong. How to deal with individuals described not only by means of their parts,
but also by means of their properties? On the other hand, how to deal with individuals
which maintain their identity while loosing or acquiring some part at different times (as in
the case of a person who loses a hair)? In both cases, GEM is not able to account for the
subtle aspects related to identity principles: in the former case, two individuals may have
different identifying properties while being made of the same parts; in the latter case,
two individuals may have the same identifying properties while being made of different
parts. Again, how to deal with real domains where general sums do not exist? In the real
world, the individual denoting the object composed by Johns’ left hand and the door of
your house does not make any sense. See [?] for a comprehensive overview of the relevant
philosophical literature in this area.

Moreover, GEM appears to be too weak to capture the notion of a whole as a one-
piece entity, as opposed to a scattered entity made up of several disconnected parts. This
is the reason why various forms of integrating mereology within non-extensional and/or
topological frameworks are being studied. See [?] for a more recent systematization of
various axiomatizations of mereology and their relationships with topology.

Despite the subtleties of the various mereological frameworks, object-centered for-
malisms have considered a simple view of the theory of parts and wholes, by taking
its only apparently uncontroversial aspect: the part-of relation is at least a partial order-
ing relation. However, even this minimal aspect introduces problems, as explained in the
next section.



called the instances of the class. Attributes are intended to describe the relevant proper-
ties of instances belonging to a particular class, and they usually have the semantics of
generic relations — associating such instances with other individuals. Classes are described
as clusters of attributes, and explicit or implicit subsumption is used to describe general-
ization /specialization relationships among classes. To be as general as possible, we shall
use the term class, currently used in object-oriented systems, as synonymous of frame in
frame-based languages, of entity in E-R data models, of node in Semantic Networks, of
concept in Description Logics. The term object will be sometimes used as a synonymous
of individual, but — when referring to the object-oriented approach, it will be preferably
intended as denoting a data structure rather than an individual in the world. The term
attribute will be synonymous of slot, link, and role.

Among attributes, a fundamental role is often played by various forms of part-whole
relations, which contribute to describe the composite structure of the instances of a class.
The representation of such a structural information usually requires a particular seman-
tics together with specialized inference and update mechanisms, but rarely do current
modeling formalisms and methodologies give it a specific, “first-class” dignity. A com-
mon way to interpret the role played by single attributes within a class description is by
the “has-a” paraphrase: a house has an owner, a price, a location, as well as a door, a
roof. As discussed by Wilensky [?], who dubbed it as the “belonging fallacy”, such a view
risks to hide the nature of the relationship between an attribute and the class it applies,
flattening all attributes to be just arbitrary relations (see [?]). In this way, when modeling
the characteristics of a whole like house, it is difficult to distinguish parts like door from
other attributes like price or color, and ad-hoc mechanisms may be required in order to
perform simple inferences, such as deriving that parts of parts are themselves parts, or
computing the total weight of an object from the weight of its parts.

The main thesis of this paper is that part-whole relations cannot simply be modeled
by ordinary attributes like price or color: their specific ontological nature requires to be
studied, understood and integrated within knowledge and data modeling formalisms and
methodologies, without leaving all the burden to the user. In other words, representation
formalisms — or at least conceptual analysis methodologies — should take its peculiar
meaning into due account. As discussed in [?], such a choice corresponds to an ontological
level characterization of the domain structuring primitives.

We shall examine here in some detail the peculiarities of part-whole relations which mo-
tivate their specific introduction as “first-class citizens” within object-centered formalisms.
Such peculiarities are well known to linguists and philosophers, but unfortunately they
tend to be ignored by the data and knowledge engineering community. After a review of
relevant philosophical and linguistic issues (section ??), we shall focus on the conceptual
modeling process involving part-whole relations within real world domains (section ?7?),
and on the various frameworks provided by current knowledge representation (section ?7)
and object-oriented systems (section ?7).
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Abstract

Knowledge bases, data bases and object-oriented systems (referred to in the pa-
per as Object-Centered systems) all rely on attributes as the main construct used
to associate properties to objects; among these, a fundamental role is played by
the so-called part-whole relation. The representation of such a structural informa-
tion usually requires a particular semantics together with specialized inference and
update mechanisms, but rarely do current modeling formalisms and methodologies
give it a specific, “first-class” dignity.

The main thesis of this paper is that the part-whole relation cannot simply be
considered as an ordinary attribute: its specific ontological nature requires to be
understood and integrated within data modeling formalisms and methodologies.
On the basis of such an ontological perspective, we survey the conceptual modeling
issues involving part-whole relations, and the various modeling frameworks provided
by knowledge representation and object-oriented formalisms.

1 Introduction

Despite their different purposes and the tendency to mutual isolation, knowledge base,
data base and object-oriented communities heavily rely on conceptual models which have
a lot in common. They can be collectively classified as Object-Centered Systems, since
they all organize the knowledge around the unifying abstract notion of objects. Classes,
attributes and individuals could be considered as the main conceptual building blocks. A
class is a description which gathers common features within a collection of individuals.
From a logical point of view, it is a unary predicate which denotes a set of individuals,

"Dip. di Sistemi ed Informatica, Universita di Firenze, Ttaly

{Ladseb-CNR, 1-35127 Padova PD, Italy

$Knowledge Representation and Reasoning group, IRST, I-38050 Povo TN, Italy
T Department of Engineering Sciences, 1-41100 Modena MO, Italy



