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Abstract. We present a general conceptualization of causal relations that pivots on the
distinction betweemausality a law-like relation between types of events, aadsa-

tion, the actual causal relation that holds between individual events. This distinction
finds its formal characterization and embedding witbibLCE, in terms of a num-

ber of dependences between (typesmqfality changesFinally an application of the
presented theory to the classical example of “the broken window” is provided.

1 Introduction

The definition of sufficiently general theories of causal relations is among the toughest prob-
lems faced by most philosophical and scientific communities. The bulk of the problem lies in
defining a theory that captures enough causal phenomena without, though, making causal re-
lations too pervasive. Finding this balance is necessary for generating correct, yet non redun-
dant explanations and/or predictions. In this paper we present a framework for representing
causal relations between (types of) events@n.CE, the Descriptive Ontology for Linguistic

and Cognitive Engineering defined in [1]. The general conceptualization of causal relations
presented in sections 2 and 3 is based on a reworking of [2, 3], and it pivots on the distinc-
tion betweercausality a law-like relation between types of events, aadsation the actual

causal relation that holds between individual events. In section 4, this distinction finds its
formal characterization and embedding witiaLCE, in terms of a number of dependences
between (types ofjuality changesSection 5 we show how theory applies to the canonical
example of this paper: the broken window. Finally, in section 6 we draw some conclusions.

2 Existing approaches and their limitations

The starting point of our presentation of existing approaches is the following rephrasing of
an example deviced by Ducasse in [4].

Example 1 (The Broken Window). Whilst a canary sings in the immediate proximity of a
window of a house, a brick is thrown at the glass of the window, which breaks down.

Readers intuition mostly seems to suggest that the question “What did cause the window
glass to break down?” should be answered by indicating the brick and/or the event undergone
by the brick as the cause. There are a number of approaches to the problem of defining the
(general) theory of causal relations underlying causal assessments such as the one just given.
In the following, we briefly discuss these approaches and highlight their limitations.
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First, we note that, depending on the approach, the main variables C (for cause) and E
(for effect) range over different “things”. In the case of logical approaches, the variables ob-
viously range over propositions. It should be noted that different sets of propositions may
intuitively be considered as specifying Example 1 in different degrees. For instance, we con-
sider M, below to be more specific than,Mn the sense that propositianntuitively implies
propositiona;, b intuitively implies 3 and so of. In the case of singularistic approaches, the
main variables C and E are meant to range over untyped events. In this case, the members
of M; are types of events while the members of 8te individual events. Analogously for
probabilistic approaches, even though these approaches may also be used on propositions.

1. M, consists ofrx = an object vibratesj = an object movesy = an object collapses.

2. M, consists ofu = the canary sing$,= the brick is thrown¢ = the glass breaks down.

Taking these as legitimate specifications, in what follows, we use them for highlighting our
evaluation of existing approaches relative to the task of stating and justifying part of the
preferred causal interpretion of Example 1. According to such interpretation, a causal relation
should be inferred betweghand~ in M; and between andc in M.

Secondly, given the scope of Example 1, we clearly evaluate the considered approaches
only relative to their adequacy in capturing causal relationspgifyssicalnature. It is reason-
able to expect, though, that the limitations pointed out in the following hold also when the
evaluated approaches are applied to the assessment of causal relations of a different nature,
like agentiveor negative

Thirdly, reasoning about Example 1 at the level of 8&n be seen as relevant tg kbo:
causal relations in Mare usually calledaw-like causal relations. A relation of this kind
between members of Mcan constrain the actual causal relations between the members of
M,. The converse does not hold, though: if, according to a theory defined,parivactual
causal relation holds between, sagndc, then no law-like causal relation should be inferred.
This is to say that reasoning about Example 1 at the level of abstraction wfayl be correct
but irrelevant for (theories defined on);M

Logical approaches. The traditional definition of causal relations is in terms of logical con-
ditions [5]. According to logical reductionism, the sente@es the cause of E equivalent

to either of the following logical statementS:is a necessary condition of E — C); C is

a sufficient condition of EC — E); C is a necessary and sufficient condition ofE— E);

C is an INUS condition of E(C A X) V Y < E, where X is the causal context of the cause,

Y is a series of alternative sets of causes and causal contexts, and the acronym INUS means
Insufficient but Non redundant part of an Unnecessary but Sufficamdition, [6]). Limita-

tion: these approaches, which are suited for defining theories of law-like causal relations (at
the level of M), fail to capture the intuitive distinction between simple causal conditions and
causes, when applied to the level of spefication e¢f Whe approach based on INUS condi-
tions, for instance, that is geared to the solution of this problem, provides no clear indications
of how to solve it in a principled way. For C and E ranging ovey, Miven E=;, it is unclear

how to choose between the two admissible cage€ =a, X = b, (i7) C =b, X = a. In other
words, no criterion is provided for distinguishing between causes and contexts.

2|f the (formal) language is fixed, this intuition may be brought to its extreme apdnsly be taken as
a minimal specificatiorof Example 1 and M as amaximalspefication of Example 1, that is meant to more
adherently model thactualandunrepeatablécausal) sequence described in Example 1.



Probabilistic approaches. According to probabilistic approaches the sentebeethe cause

of Eis equivalent to the statemetite conditional probability of E given C is higher than the
conditional probability of E given not Qo(E|C) > p(E| —C)). Limitation: also this approach

is more suited for defining theories of law-like causal relations (at the level0f $till,

for C and E ranging over M it is extremely difficult to fill in a frequency table containing
statistics about a significant number of cases that are truly comparable to each other. And even
when this is possible, Probability Theory, similarly to Logic, provides no principled way for
distinguishing between genuine causes and mere co-occurrences (a well known problem, see
[7]). This limitation is even stronger in probabilistic approaches than it is in logical ones, as

it concerns both levels (Mand M,).

Singularistic approaches. According to singularism the senten€eis the cause of Es
equivalent to either of the following statemen(:is a counterfactual condition of EC

— E) [8]; the cause of a particular change E is such particular change C as alone occurred
immediately before in the immediate environment MJEC has transfered some energy or
momentum to f9, 10, 11, 12]. Limitations: these approaches, wigtdefinitionare meant

for theories of actual causal relations (at the level gj Nail in various ways. Counterfactuals

fails in so-called cases of overdetermination, like, for instance, a modified version of Example
1, where, instead of a singing canary, there is a baseball moving at the same time of b, towards
the window, with the same momentum (i.e., in, Mnstead ofa take a*: a*= the baseball
moves). Given Eg neither of the intuitive conclusions G=or C=) can be implied through
counterfactual test. On the other hand, the notions of change, uniqueness, temporal and spatial
immediacy, energy need to be further constrained in order to capture actual causal relations.

3 The contribution of Formal Ontology

None of these approaches presents a deep logical/ontological analysis of the propositions or
of the (types of) events over which C and E should range. In our view, formal ontology pro-
vides the tools for overcoming this impasse as it will become clear below. First, we informally
illustrate some of the notions and philosophical assumptions behind our formalism.

According to the ontological framework we propose, causal relations relate events and
event types, rather than (more or less specific) propositions. As often indicated in the litera-
ture, events have a strong causal flavour, due to their tight relationships with the notions of
change and time, and this makes them intuitively appealing causal relata. Furthermore, in our
vision, causal relations relate very simple (types of) events that chamgsingleaspect of
one singleobject. The main rationale behind such a restrictive definition of event is method-
ological. The formal characterization of causal relations betvggapleevents presents two
main advantages: firstly, it provides valuable insight on dealing with the intricate problem of
defining causal relations between complex events; secondly, it helps in assessing the ontolog-
ical correctness of models such as Bhd M,, because it forces the modeler to disentangle
relevant ontological issues, while refining the model. For instance, when giving the ontolog-
ical specification ofy, 3 and~y, one is forced to make explicit and/or to choose between a
series of ontological assumptions like: what changes in an object that vibrates? Its shape, its
volume, its location? Which of these is primary, if any? If all of these aspects of the object
change, which kind of relationships hold among them?

These are crucial questions that we believe must be answered to establish causal relation-
ships between events and, thus, our first goal is to isolate types of dependence relations that
one can embrace to answer these questions. We find three types of existential dependences
that are formally defined in section 4.4: structural dependences, causality dependences and



circumstantial dependences. Stating these dependences between sets of simple events allows
us to introduce the causal constraints we need in order to express causation.

Structural constraints. These hold between a specific kindsafnpleevents and a number

of other kinds ofsimpleevents thasynchronicallychangethe sameobject with respect to
different aspects. For instance, a structural constraint may impose that if an object changes
shape, then it changes (simultaneously) its location as well. Analogously, one may constrain
changes in mass and changes in volume of an object. Such constraints are structural in the
sense that, based on the structure (thus, the ontological characteristics) of the objects, they
define clusters of types that anecessarilyassociated with a given type of change. Notice

that structural constraints do not depend on the degree of the considered change, they do not
depend on measuring - we might even have no measure at all. No specific information on the
event is needed beside the fact that the object is changed in the given aspect (say, shape), this
alone allows us to infer that the object also changed in other aspect(s) (say, location).

Causality constraints. These hold between a specific kindsiinpleevents and a number of

other kinds okimpleevents thatliachronicallychangedistinctobjects. The changes may be

on different aspects of the objects. For instance, a causality constraint may impose a depen-
dence between the change in location of an object (lik€)iand a later (or earlier) change

in shape of another object (like ). A similar dependence may be stated between changes

in shape of an object (like i) and changes in shape of another object (likeyjnWe

call these causality constraints because they state very general assertions between qualities
of (different) objects taking into account the (admittedly weak) temporal relation between
events. Even causality constraints define clusters of types of changes. By means of causal-
ity constraints one can say that, for instance, the movement of an object may be caused by
the movement of another object and, at the same time, implicitly exclude that the change in
shape of an object is caused by the change in color of another object. Similarly to structural
constraints, causality constraints do not depend on the degree of the considered change: they
do not depend on measuring - again, one might have no measure at all. It suffices to know
that a change has modified the object with respect to, say, its location, to infer that another
object has changed (or will change) in some aspect(s), like its location or its shape or both.

Circumstantial constraints. These bind event types taking into account the degree of the
change they bring about as well as the types of objects they change. In this sense circumstan-
tial costraints are very different from the types of constraints presented above; they depend
on how refined our measures are - i.e. one needs to measure the changes to verify if these
constraints are satisfied.

There are two main groups of circumstantial constraints:

1. Intrinsic constraintsconstrain two specific kinds agimpleevents to comply with restric-
tions either on the way the change is brought about or on the type of objects that are
changed. For instance, inJ\ifor a causal relation to hold betweérandc, on the one
hand,b should involve a translation and, on the other hanshould be the change of a
frangible glass;

2. Relational constraintsonstrain the relations between two specific kindsiofpleevents
and/or the objects they change. For example, infigr a causal relation to hold between
b andc, b should temporally precedeand the location of the brick at the endio$hould
be the location of the glass at the beginning.of



Causation. Causation is the relation that holds between two individual events that satisfy
the causality and circumstantial constraints introduced on their types. Furthermore, the appli-
cations of our framework to the assessment of causation is sensitive to the adopted structural
constraints, which filter out spurious causal relationships between a candidate effect and the
events that are synchronically dependent on the candidate cause (see section 4.5).

4 The proposed formalization

In this section we formally introduce the distinctions between the three types of depen-
dences/constraints that have been discussed above. Then, we use them to define causation.

4.1 Basic Notions frormoLCE

First, we informally present the predicatesoabLCE (the foundational ontology we take as
underlying paradigm) used in our theory of causal relations (see [1] for the formal character-
ization of these predicates and more detail®once).?

e PED(x) stands for % is a physical endurafiti.e., an entity located in space and time
that iswholly present at any time it is present, e.g., a car, George Bush, the K2, an amount
of gold, etc.

e PD(x) stands for ¥ is a perdurant/evefit, i.e., an entity that is only partially present
at any time it is present, in the sense that some of its temporal parts may not be present,
e.g., reaching the summit of the K2, a conference, eating, being open, etc. In particular
we focus on perdurants with physical participants.

e PQ(z), TQ(x) stand for  is a physical quality, “ x is a temporal quality, respectively.
Qualities are basic ‘aspects’ of entities that can be perceived and measured like shapes,
colors, lengths, speeds, energies. In this sense, they represent partial characterizations of
an entity and depend existentially on it: every endurant (perdurant) comes with its physical
(temporal) qualities, which exist as long as the endurant (perdurant) existsLITe the
physical and temporal qualities are partitioned into a finite-seuafity typesWe write
PQq,...,PQ, (n > 1) for the physical quality types arnbt@,,...,TQ,, (m > 1) for
the temporal quality types. From (Ad50),moLCE, the spatial locationsYL) of physical
endurants are qualities (therefa¥é is one of theP(Q);), and from (Ad49), the temporal
locations of perdurantd (L) are temporal qualities (therefo¥d. is one of thel'Q);).

e PR(x),TR(z) stand for ‘% is a physical region/quale*“ x is a temporal region/quale
respectively. Regions/qualia describe how a quality is ‘classified’ (positioned) within a
specific space of regions called theality spaceA specific shade of red can be a quale
for different color qualities inhering to different objects: the fact that two roses have the
same color is represented by introducing two distinct color qualities (one for each rose),
that have (at a certain time) the same position in the quality space of color, that is, at
that time they have the santelor quale Quality types are in a one-to-one correspon-
dence with quality spaces, therefore let us wit&,, ..., PR, for the physical qual-
ity spacesorresponding taPQ)+, ..., PQ, andT Ry, ..., TR,, for thetemporal quality
spacescorresponding td’Q,, . .., TQ,,. In particular,space region(S) corresponds to
spatial locationandtemporal intervalT’) to temporal locationsee [1]).

SWhen referring toboLCE's axioms and definitions, we use the notation introduced in [1], where (Dd#)
indicates a definition and (Ad#) an axiom.
4In this paper, the terms ‘perdurant’ and ‘event’ are used as synomyn.



e PP(z,y) stands for ’ is a proper part ofy” for perdurants and physical/temporal regions
(see (Dd14) in [1]).

e PC(x,y,t), PCc(x,y) respectively stand forthe endurant: participates to the perdurant
y during the timet”, “the endurant: participates to the perduranj during the whole
duration ofy” (see (Dd63) in [1]).

e IN7(z,y), CNy(z,y) respectively stand fora* is temporally included iny” (see (Dd42)
in [1]), “x is temporally coincident with” (see (Dd48) in [1]).

e qt(q, z) stands for § is a quality ofz” . With this relation we can say that the above physi-
cal and temporal quality types cover all the possible qualities of endurants and perdurants:

(A1) qt(q,z) — (PED(x) < (PQi(q) V-V PQu(q))) A
(PD(x) < (TQ:(q) V-V TQn(q))))

e ql(r,q), ql(r, ¢, t) respectively stand for/*is the quale/region of the perdurant’s quality
q", “ris the quale/region of the endurant’s qualifyduring the timet”. The one-to-one
correspondence between quality types and quality spaces is captured by these axioms:

(A2) ql(r, q) — (TQi(q) < TRi(T))
(A3) ql(r,q,t) — (PQi(q) < PRi(r))

For notation conciseness we introduce the following relation stating that the quality of
type PQ); of x has quale- at timet:

(D1) ql(PQ;,r,x,t) = 3q(qt(q, x) A PQi(q) Adl(r, ¢, 1))

4.2 Theory of Time

DOLCE is not committed to a particular theory of time. As this is necessary to express tem-
poral constraints in causal relations, we adopt Allen and Hayes'’s theory [13], which is well
known and expressive enough to capture the temporal constraints we need. However, our
approach is not bound to this theory and it can be easily reformulated in terms other theories.
Allen and Hayes'’s theory formalizes a discrete and linear time using the binary primitive
meetq||) between convex and extended intervals. The intended interpretation of this primitive
is: t1||t2 if and only if the right extreme of the closure @fcoincides with the left extreme of
the closure of,. Considering their temporal extensions, this relation is naturally extended to
perdurants and to pairs formed by a time interval and a perdurant. On the bameisfthe
temporal precedence relation can be defined in the classical way:

(DZ) e1r <t €2 = Eltl, tg(t1||61 VAN t1||t2|‘€2).

4.3 Basic Quality Changes

Informally, abasic quality changgis a perdurant capturing the change of an endurant along
just one aspect/quality type. Complex perdurants can be decomposed into quality changes
by fixing: (i) one specific participantj4) one physical quality type along which the partici-

pant changes. Therefore, basic quality changes can be further decomposed only considering

5In the following we use the expressions “basic quality change” and “quality change” as synonyms.



shorter temporal extensions or proper parts of their participants. Consider, for example, the si-

multaneous change of tlwelor andshapeof an objectr. This perdurant can be decomposed

into two basic quality changes: the change of the colar afd the change of the shapexof

These quality changes can be further decomposed by considering, say, the first 3 seconds of

the change of the shape ofor the change of the color of the right partaafbut they do not

have proper parts with the same temporal extension and the same participant (theMhole
Following this informal description, given an endurardnd a physical quality typ2Q;,

we define a basic quality changén the following way:

(D3) BQC(e, z,PQ;) £ BQCT(e, z,PQ;)\ /n\ﬂEIe’(PP(e’,e)/\CNT(e’, e)ABQC*(¢/, z,PQ);))
=1
’ (Basic Quality Change
where:

(D4) BQC*(e, z, PQ;) 2 UPCc(x, e)ATt, t',r, 7' (INp(t,e) A INp(t, e) A
al(PQ;,r,x,t) Nql(PQ;, 1", x, t') N1 # ')
(D5) UPCc(z,e) £ PCc(z,e) AVy,t, t'((PC(z,e,t) APC(y,e,t') — z =y)

For each quality typé>Q;, we define a predicatBQ¢ (calledchange typpthat individ-
uates the set of basic quality changes with respefX@p. These definitions are given by the
following schema:

(D6) PQf (e) = 32(BQC(e, v, PQ:))

For example, given the quality typ&olor, Color®(e) holds if and only ife is a basic
quality change with respect to tli&lor quality type, that is, during, the color quality of its
(unique) participant assumes different positions in the color space.

4.4 Quality Dependences

Specific quality changes can be existentially dependent on others. Intuitively this reflects the
fact that some quality changes can affect (or be affected by) other changing aspects of that
or other endurants. Consider again the case of quality tgpese and Spatial Location.

It can be the case that, when an endurant changéshitge necessarily it changes also its
Spatial Location, but not vicecersa. Thus, a changeitupe induces a simultaneous change

in the other aspect of the same endurant. On the other hand, one can assume that a change
in Shape is necessarily associated with a changé&atial Location of a different endurant
(occurring in an immediate spatio-temporal proximity) .

On the basis of the temporal relations between quality changes and of the identity rela-
tions between their participants, we distinguish three different kindgeakric existential
dependencebetween unary predicates @nd 3 in the following formulas) that individuate
sets of quality changes:

(D7) sQD(a, B) £ Jz(a(2)) A Va(a(z) — Jy(B(y) A CNr(z,y) A pe(z) = pe(y)))®
(Synchronic Dependenke

6Note that the uniqueness of qualities of a specific type inherent to an endurant (see (Ad44)) guarantees that
it is not possible to have different simultaneous basic quality changes of one endurant both relative to the same
quality type.

"Note that these dependences are more general thaetiegic constant dependenicéroduced inDOLCE
(see (Dd71)) because the last one presupposes the temporal inclusion of the instaraed/ff

8It is easy to prove thasQD(PQY, PQY).



(D8) bQD(a, 8) = Jx(a(x)) AVa(a(r) — Jy(B(y) Ay <r x Apc(x) # pe(y) A dr))
(Backward Dependentge

(D9) fQD(«v, B) £ Jz(a(x)) A Va(a(z) — Jy(B(y) Az <z y Ape(x) # pe(y) A ¢a))
(Forward Dependenge

wherepc(z) is the participant to a basic quality change,p&z) = 1y(UPCc(y, x))°, and
¢; is aformula. In the case abov&hape® is synchronously dependent Spatial Location®
but not viceversa. In additior§hape is backwardly dependent o$patial Location®, but
Spatial Location® is not forwardly dependent aihape®.

The simple binary dependences are not enough to express complex cases where a quality
change depends (backwardly or forwardly) on different simultaneous quality changes of the
same endurant. For this cases, we need a notionuitiple dependencéiere we introduce
only the definition omultiple backward dependendie definitions of the forward and mixed
back/forward dependences are similar:

(D10) bQD(c|By, ..., B) = Fz(a()) AVa(a(z) —
Tyt Yn(Br(yr) A oo A Bu(yn) Apc(yr) = ... = pe(yn) A

pe(z) # pe(yr) A CNz(y1, y2) Ao A CNg(y1, yn) A yr <7 @)
(Multiple Backward Dependenge

At this point, we have all the notions necessary to introduce complex dependences corre-
sponding to logical ‘or’ ¢) of multiple dependences. Intuitively, the logical ‘or’ represents
the fact that the same quality change can ‘cause’ (or be ‘caused’ by) other quality changes
of a different type. Syntactically, we use a semicolon for the logical ‘or’, and synibols
(backward) and (forward) for the kind of multiple dependence. For example, the formula

(Dll) QD(a|b<ﬁa>7 b<ﬁb17ﬁb02>f<ﬁbc3>) = bQD(Oé7ﬁa) \% (bQD(a’ﬁbnﬁbz) A fQD(Oé7ﬁbs>)

states thatv is backwardly dependent g, or it is multiple bidirectionally dependent on:
By, Bp, (backwardly) ands,, (forwardly).

In order to specify the ‘ontological structure’ of qualities and the causal knowledge that
we use to defineausation we further specialize the previous kind of dependences on the
basis of the ‘logical/ontological nature’ of, 3, and¢ as discussed in section'3.

Structural dependence.The structural dependence is a synchronic dependence between
change types. Structural dependences express very general laws which are not considered
causal. They cluster types of changes that@eessarilyandsynchronoushassociated with

a given change type involving an object because of its structure (ontological characteristics).
In definingcausation a specificsynchronic dependence between quality changes isltised:

(D12) sQD(z,y) £ Jav, B(sQD(v, B) A (@) A B(y) A CNz (2, y))

Causality dependence.The causality dependences are backward and/or forward depen-
dences between change types wheres the propositiorirue. These dependences associate

a given type of quality change, occurring to a given object, with quality changesssar-

ily but non synchronouslgccurring toother objects (i.e., independently of their ontological
characteristics).

9Note that this definition makes sense only in the case of basic quality changes because, in this case, the
existence of an unique participant is guaranteed by (D3).

0Generally speaking, we assume the set of dependences in the theory is minimal in the sense that, given
a # o andlorg # ¢, formulabQD(«, 8) — bQD(d/, ') fails. Similarly forfQD(«a, 8) — fQD(a/, 3').

INote that, once the finite set of synchronic dependences is fixed, this is a first-order formula.



Circumstantial dependence.The circumstantial dependences are backward and/or forward
dependences between sets of quality changes in which the forhtakes into account the
gualia of the temporal qualities of quality changes and/or the qualia of the physical qualities
of their participants. It is possible to distinguish two types of circumstantial dependences.

¢ Intrinsic dependencdntrinsic dependences are forward and/or backward dependences
between subsets of change types. They captarethe participant changes its physical
qualities, e.g., “temperature increasing backwardly depends on temperature increasing”.

¢ Relational dependenc@&he relational dependences are forward and/or backward depen-
dences between sets of quality changes in which the fortnotanpares the qualia of the
events’ qualities and/or the qualia of the participants’ qualities. Without discussing their
logical forms in detail, here we consider two basic subtypes of relational dependence:

— dependence involving the qualia of temporal qualities of quality changes (e.g., “the
energy of the quality changemust be greater than that of the quality chapQe

— dependence involving the qualia of physical qualities of the participants (e.g., “the
final spatial-location of the participant to must coincide with the initial spatial-
location of the participant tg”).

45 Causation

So far, we have listed several types of dependences. Among these, causality dependences
isolate the notion of causality embedded in the overall systems. These dependences, together
with the circumstantial ones, allow us to define a notion of (relative) causation, which is a
binary relation on events as anticipated in section 3.

First of all, we clarify in which sense the notion of causation we capture is relative. Gen-
erally speaking, causation is defined on pairs of events and, as such, its domain is the set of
all events in the ontology. In everyday practice instead, causation is a relation applied only to
those events that the user considers relevant. That is, one fixes a set of events (perhaps like
M or M, of section 2) and looks for causation relationships within this set only. Should one
define causation relation for any set of events? We know that to establish causation between
events: andb, one often has to look for a chain of (pairs of) events that satisfies the causation
relationship. This is a crucial issue. Indeed, if one can establish causation betweerevents
andb only through a third event, the ability to conclude that, b are in causation relation
depends on the presencecdh the given set of events. Thus, the conclusion depends on the
given set. One could claim that the given set of events provides all the information one is
allowed to use, thus it is from this information only that a conclusion has to be reached. On
the other hand, one can sustain that, once other events are known to exist, one has no right to
leave them out. This is primarily a modeling decision and one can find real applications, like
in legal trials and natural physics, to defend its position. In this paper, we do not take a stand
on this issue and leave room for the different approaches. However, in order to show how the
theory can deal with this issue, below we apply the causation relationship to sets of events
that are closed with respect to the classtwiicturaldependences. A generalization to other
dependences is easily obtained while it is obvious how to drop this closure restriction.

Let us callstructurally closedany set of events that satisfies the structural constraints of
the system. For the time being, assume that the system includes just one structural constraint
which states that for every eventcorresponding to a change of shape, there must be a
concurrent event’ corresponding to a change of location of the same endurahtbié an
arbitrary set of events, then we can obtain a structurally closed setAr@s follows. For



each event irt/ corresponding to a change of shape, add a concurrent event that is a change
of location of the same endurant. Calt the set thus constructed. Clearly,C E* and E*
is structurally close. We now provide a definition of causation for this kind of sets.

Let £ be a structurally closed set. We say that a pair of events) in E, satisfies the
causation relation, i.eGCSg(a, b) holds, when at least one of the following occurs:

(i) If a andb are quality changes of typeand3, respectively, i.ea(a) A 5(b), then

- a backward or a forward dependence of the fa®D (v, ¢) andfQD(¢, ¢), where
a(x) — ¢(x) A B(z) — ¥(z), is satisfied, or

- there existzy, ..., 2, in E of types~,...,v,, respectively, such thaQD(z;,a) A

... NsQD(z,,a) and a constraitdQD(¢|o, x1, - - -, x») (Or @ multiplefQD) is satisfied

(where for allz, a(x) — ¢(x), B(x) — ¥(x),%1(x) = x1(2), -, (x) = xu()), OF
- one of the remaining constraints expressed following the schema (D11) is satisfied;

(i) there exist events’ andd’ in E such thatQD(a,a’), sQD(b,b'), and(d', ') satisfies
condition (i) aboved = o' orb = b’ is allowed);

(iii) there exists eventin £ such thalCSg(a, c) andCSg(c, b).

From our description, an explicit definition @5z can be easily obtained, although the
logical formula is a bit complex. In particular, note that our definition is intrinsically re-
cursive. Since in general one cannot bound the number of everis iinis possible that
causation between two eventsh in £ can be established only considering a sequence of
pairs(a, eq), (e1,e3), ..., (en, b) whose maximal length depends énitself.

Note that from this definition (see condition (i)) it follows thHéz(a, b) — a <7 b.

5 What broke the window?

In this section we show how to use our framework to establish causation relationships among
events. For this we go back to Example 1 (The Broken Window, see section 2) and provide
our analysis of this problem.

The reader has noticed that we have hardly characterized causality and related notions in
a normative sense. After all, leaving aside our treatment of causation in the last section, we
limited our work to the classification of sets of constraints (structural, causal, circumstantial)
and their motivations within theoLCE ontology. It is the specific choice of constraints that
one assumes that isolates the notion of causality and causation one is using and, indeed, we
know that there is no unique characterization of these notions people like to use in their
everyday work. Thus, in facing a specific example, the initial step is to provide a set of
constraints corresponding to (and isolating) the notions of causality and causation that we
want to use. Since Example 1 is an example of causation among physical events, we look
at classical physics as a source of inspiration and proceed by adopting those physical laws
that fit our knowledge about the world. In other terms, in this example we use the laws of
physics to relate the qualities available in the system and to add specific constraints to the
overall ontology. In addition remember that from (i) of section 4.5, the following is valid:
CSg(a,b) — a <r b. Here, we focus on the study of different possible representations of
the situation of thdroken windowinformally described in section 2, and analyze how the
causality and circumstantial constraints affect the causation relations between specific events
inthe universe of discourse.

Our first modeling exercise considers a quite poor ontology, cé,itin which just a
few quality types are available, namely: spatial locati6iL), shape §hrL), and temporal



location (I'L).The first two,SL and ShL, are physical quality types aridL is a temporal
quality type. Using the limited language ©€f;, we represent the broken window example
introducing three quality changes= the canary moves from locatidfito /¢ (aSL change);

b = the brick moves from locatiol} to l? (anotherS L change); and = the windows changes
shape froms; to s (a ShL change). In addition we assume<r ¢, b <r ¢, anda ~r b.

This is a very stripped down description of the original problem, however the reader should
recognize that, from the point of view €@, a, b, c describe ‘correctly’ the example (in what
follows, we considelV = {a, b, c}). What are the constraints we usédn? We want to keep

our example simple so let us assume just one constraint in addition to the temporal constraint:
since in Newtonian physics a change of shape can be caused by a movement, we state this as
abackward causality dependenicethe theoryO,: bQD(ShL, SL).

Having specified wha©, is, we can check which pairs of events fall in the causation
relation. The main question is: which event (if any) is the caus€ dirst, we must verify
whetherlV is a structurally closed set. Since@y there are no structural constraintg, is
closed in this sense and we can apply our definition of causation.Only two pairs of events
in W respect the temporal condition. These pairs &tec) and (b, ¢). Since botha and
b are movements andis a change of shape, then they both satisfy the backward quality
dependence and we conclude that ho#mndb are, independently, cause of the latter event,
that is, inO; we haveCSy (a, ¢) andCSy, (b, ¢).

Of course, one may want to add other constraints to the ontology. Following classical
physics, one could assume that, in order to exist a causation relationship in the case of move-
ment, the final location of the object in the cause event has to be in contact with the initial
location of the object in the effect event. This isackward circumstantiglrelational) depen-
dence according to our classification in section 4.4. Let us@athe ontology that assumes
the temporal constraints and the latter one. Sidgaloes not include structural constraints,
we can apply our causation definition to §8t Because of the temporal constraints, we need
to consider pairga, c) and (b, ¢) only. Note that now we must consider the location of the
window glass, which is given since it is a quality of the participant. tbet us calll andi}
the initial and final locations of the participant to the everdand suppose tha?; = [¢ and
I$ # 5. The new constraint is satisfied only by c) and thus, inD., we conclude that only
causes the braking of the window, i.e., in this theory we &g (b, ¢) but notCSyy (a, ¢).

Instead of the new constraint on locations, used to ol@ginone could consider a new
quality type, for example a quality type providing the energy of an event. From classical
physics, we know that an event can cause another only if the first can deploy at least as
much energy as needed by the latfdret us add this constraint 90, and call the resulting
ontology O3. As before, we need to check paiis c¢) and (b, c) only. This time we must
include in our analysis the energy of each event, energy that here we indicaté withand
€. To establish which event(s) is causecdh Ogs, if any, we need to check #* > ¢, for
(a,c), and ife® > €, for (b, ¢). The result will establish which diSyy (a, ¢) andCSyy (b, ¢),
if any, is true in this ontology.

Another interesting case is obtained by changing the universe of discourse. Let us sub-
stitute eventu by «* = the canary changes shape. Also, this time we includ#&wctural
constraint stating that in order to have a change in shape a movement must occur. What is the
causation relation in the resulting ontology? From our discussion in section 4.5, one cannot
consider the set of event¥* = {a*, b, c} since it does not satisfy the structurally closure
constraint. One must look at the richer 88t" = {a*, b, ¢, d, e} that includes the new events
d = the canary moves and= the window glass moves. The reader should notelfiatis
uniquely identified byi/* and the structural constraints we have adopted. At this point, ac-

12The case of concurrent events that are co-cause is captured by considering their mereological sum.



cording to the remaining constraints in the ontology here considered, one can apply the given
definition of causation (now with respect to the new 8ét) and argue as in the previous
cases to concludéSy, - (d, c) and, from this,CSy+ (a*, ¢) or, alternatively, noCSy,+(d, ¢)

and notCSy+ (a*, ¢).

At this point, it should be clear how different ontologies isolate different notions of causal-
ity and causation in our framework.

6 Conclusions

We have discussed the definitions of causality and causation relations and their formal and
applicative drawbacks described in the literature. Recognizing the validity of such criticisms,
we have begun to study how constraints of different nature (structural, causality, and cir-
cumstantial) intervene in shaping causal relations. We proposed to look at these constraints
as forms of dependences among event types that capture general laws (at different levels of
abstractions) or present orthogonal aspects of these relationships. This study allowed us to
propose different definitions of causality and causation which depend on several parameters
like the adopted ontology (in particular the qualities it includes), the set of events taken into
consideration as well as special dependences among events and their types.

We remark that our proposal is admittedly incomplete. For instance, it does not make
justice of the intuitive notion of causation in the case of static events: the pen on the table
does not fall “because” of the presence of the table. Many argue that this case involves a truly
causal relationship. This is not clear to us. Anyway, the approach presented in this paper is
not applicable to such cases. Also, our work does not explain how to extend the proposed
framework to complex events. Although one can consider complicated sets of events by ap-
plying the theory to their mereological sum, the effectiveness and clearness of the resulting
causality and causation relations need to be investigated further.
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